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1. CONFIGURING MPLS

N

Note The router icon in this chapter refers to the routers and the layer-3 switches with the routing protocol

enabled.

1.1 Overview

In the Multiprotocol Label Switching (MPLS), the multiprotocol refers to various network layer
protocols supported by an MPLS network, such as IP, IPv6, and IPX, and label switching indicates
the addition of labels to packets and the forwarding of packets based on the labels. The MPLS is
compatible with multiple link layer technologies including ATM, frame relay, Ethernet, and PPP.
The MPLS works at both the connectionless control plane and the connection-oriented data plane
and provides connection-oriented attributes to connectionless IP networks. The MPLS technology
was first introduced to enhance the forwarding rate of routing devices. With the development of
hardware technologies and network processors, this competitive edge has gradually lost its appeal.
Due to the innate advantage of combining Layer 2 switching and Layer 3 routing technologies,
however, the MPLS still has unprecedented edges over other technologies in terms of virtual
private networks (VPNs) and traffic engineering (TE). The MPLS VPN is increasingly favored by
carriers to address interconnection problems between companies and to provide various new
services. It has already become an important means to provide value-added services on IP
networks. At the same time, the MPLS TE technology also turns into a major method to reduce
congestion and guarantee QoS on IP networks by managing network traffic. Therefore, the MPLS
technology receives more and more attention and the MPLS applications gradually shift to MPLS
VPN and TE applications.

%+ Basic Concepts

<+ Different from ILM, FTN maps each FEC to a series of NHLFEs, which indicates multiple paths.
The FTN table is used for to LER to encapsulate a tag in a packet before the packet is
forwarded when it receives an untagged packet.

% Label
s LDP
«* MPLS Network

< The MPLS network comprises Label Switched Routers (LSRs) and Label Edge Routers (LERS).
LSR is the core of the MPLS network and the Label Distribution Protocol (LDP) runs on the
network to forward labeled packets. The LER makes Forwarding Equivalence Class (FEC) for
packets entering the MPLS network, label the packets, and encapsulates them into MPLS
packets. Before forwarding them, the LER removes the labels of the packets leaving the MPLS
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network and restores them to the original packets. The labeled MPLS packets are forwarded
through the established Layered Service Provider (LSP) with LDP.

The MPLS architecture is divided into the forwarding unit (data plane) and control unit (control
plane). The forwarding unit forwards packets by searching the label forwarding information base
(FIB) according to the labels on the packets. The control unit creates and maintains the label FIB
between MPLS nodes. Each MPLS node must run one or multiple routing protocols (including
static routing protocols) to exchange routing information with other MPLS nodes. From the control
plane, the MPLS nodes are actually IP routers. Similar to a traditional IP router, a MPLS node uses
unicast routing protocols (including static routing protocols) to establish and maintain a routing
table. However, the MPLS node uses the routing table to exchange label binding information with
other MPLS nodes with the same destination subnet. LDP is introduced to exchange label binding
information.

¢ MPLS Forwarding Actions
«» The MPLS forwarding procedure is as follows (IP routing for example):

1.All LSRs (including LERs) use routing protocols, such as OSPF and ISIS, and establish IP routing
tables.

2.LDP creates an LSP according to the IP routing tables.

3.The ingress LER receives an IP packet, analyses the packet header, associates it with a FEC, labels
the packet header with L1, and sends the labeled packet to the next-hop LSR through the LSP.

4.After receiving the packet, the next-hop LSR searches the LSP according the label on the stack
top, replaces the original label with the found label, and sends the packet to the next LSR of the
LSP.

5.The following LSRs, except the last two LSRs, perform the same operations as step 4.

6.When the last hop but one LSR receives the labeled packet, it searches the label FIB, ejects the
label, and forwards the packet to the last hop LSR if it finds that the egress label is an implicit
empty label 3. If it finds that the egress label is an explicit empty label, the LSR ejects the label,
selects routes according to the IP header, and forwards the packet.

7.1f the last hop but one LSR ejects the label, the egress LER of the last hop receives the original IP
packet and forwards the packet according to the IP routing table.

K/

% LSP Setup and Loop Detection

o,

«* MPLS Applications

1.1.1 Basic Concepts
< MPLS node

The nodes enabled with MPLS can identify the MPLS signaling protocol (control protocol), support
one or more Layer 3 routing protocols (including static routes), and forward packets based on
MPLS labels. Generally speaking, an MPLS node is also capable of forwarding original Layer 3
packets (such as IP packets).
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% Forwarding Equivalence Class (FEC)

FEC indicates one type of data packets that are handled in equal cost mode during the forwarding,
such as data packets that have the same prefix in their destination addresses. The FEC supports
different classification methods for different applications. For example, the FEC classifies IP unicast
routes based on the address prefixes. That is, one route corresponds to one FEC. All the packets in
the same FEC are equally handled on the MPLS network.

¢+ Label Switching Router (LSR)

As a core device on an MPLS network, the LSR provides label switching and distribution functions.
As specified by RFC 3031 for MPLS system files, the LSR is also an MPLS node that is capable of
forwarding original Layer 3 packets (such as IP packets or IPv6 packets). For the MPLS on an IP
network, this means that the LSR can also forward normal IP packets.

¢ Label Switching Edge Router (LER)

Located on the edge of an MPLS network, the LER identifies different EFCs for incoming traffic,
requests labels for these FECs, and restores the original packets for outgoing traffic by popping out
the labels. The LER thus provides traffic classification, label mapping, and label removal functions.

< Label Switched Path (LSP)

One FEC data stream is assigned with specific labels on different nodes and transmitted along the
nodes according to the switching of assigned labels. The path that the data stream travels is an LSP.
It is a collection of several LSRs. In this manner, you can consider the LSP as a tunnel that traverses
the MPLS core network.

+* Next Hop Label Forwarding Entry (NHLFE)

The NHLFE table is used to store the next-hop information about MPLS packets. The NHLFE entries
generally cover the following information:

1.Next hop of data packets2.
2.Link layer encapsulation of data packets to be forwarded
3.Encoding method in the label stack of data packets to be forwarded
4.Operations to the label stack of data packets, including:
a) Replacing the label of the label stack top with a new label
b) Popping out the label of the stack top
c) Adding one or more labels

d) Replacing the label of the label stack top with a new label and adding one or more new labels

K/

< Incoming Label Map (ILM)

The ILM table is a label forwarding table that maps each incoming label to a series of NHLFEs
(multiple NHLFEs indicate multiple paths). The ILM is applied when an LSR receives and forwards
MPLS packets with labels.

% FEC-to-NHLFE (FTN)
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Different from ILM, the FTN maps each FEC to a series of NHLFEs (multiple NHLFEs indicate
multiple paths). The FTN table is used when an LER receives and forwards packets without labels
and is required to encapsulate labels to the packets before forwarding them.

1.1.2 Label

A label is a short identifier with fixed length and of local significance. The label is distributed and
transmitted only between two adjacent LSRs. As a result, it is valid only between the two LSRs.
One label identifies one FEC. When arriving at the MPLS ingress, packets are classified into
different FECs according to certain rules. Based on the FECs, the packets are encapsulated with
different labels and then forwarded on the MPLS network based on the labels.

1.1.2.1 Label Structure

Figure 1 Encoding structure of an MPLS label
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As shown in the preceding figure, a label consists of four fields. The following introduces the four
fields separately:

% Label field

The label field is used to save the label that is 20 bits long. The label value is an index to the
forwarding table of labels. The IETF defines 0 to 15 as reserved labels and predefines the meanings
of these label values:

Reserved Label Value | Meaning

0 Indicates the IPv4 explicit null label. According to RFC 3032, the 0 label must be at the stack
bottom. This means that the label should be popped out and the packets should then be
forwarded according to destination IP addresses. RFC 4182 modifies the description of 0
label in RFC 3032. For the received packets with O label, the router directly pops out the label
and determines the forwarding action based on the contents after O label. If another label
follows, the router forwards the packets according to the label; if the packets are IPv4

packets, the router forwards them according to their destination IP addresses.

1 Indicates the router alert label. This label is not allowed at the bottom of the label stack. When
receiving packets with the router alert label, the router must send the packets to the local

software module for processing. The actual forwarding of the packets must be based on the
labels that follow the router alert label. Before the forwarding, however, the router alert label
must be added to the label stack again. This option is similar to the Router Alert Option of IP

packets. You can use this option to configure the LSRs on each hop to check MPLS packets.

2 Indicates the IPv6 explicit null label. According to RFC 3032, the 2 label must be at the stack
bottom. This means that the label should be popped out and the packets should then be
forwarded according to destination IP addresses. RFC 4182 modifies the description of 2
label in RFC 3032. For the received packets with 2 label, the router directly pops out the label

and determines the forwarding action based on the contents after 2 label. If another label
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follows, the router forwards the packets according to the label; if the packets are IPv4

packets, the router forwards them according to their destination IP addresses.

3 Indicates the implicit null label. This label can be distributed by the label distribution protocol
(LDP) but can never be transmitted in the label stacks of MPLS packets. When an LSR

exchanges MPLS packets, the router pops out the label of the stack top rather than replaces
the label if the label to be replaced at the stack top is 3. The implicit null label is used in the

Penultimate Hop Popping (PHP) function.

41015 These values are reserved by the IETF for future usage.

% Exp field
The Exp field is currently used to store the QoS information about MPLS. This field is 3 bits.
% Smark

The S mark field indicates the stack bottom. It is one bit long. If multiple labels exist, the S bit at
the stack bottom is set to 1 and the S bits of other labels are 0. If only one label exists, the S bit is
directly set to 1.

o TTL

Short for Time To Live, the TTL field is 8 bits long. It is similar to the TTL value in IP packet headers.
When a label is first added to an IP packet, the TTL value can be copied from the TTL field (or
HopLimit of IPv6) of the IP packet header. The TTL value of the outer (stack top) label then
decreases by one at every label switching. When MPLS runs on ATM links, the label encoding
methods are different and no TTL field exists. For the corresponding methods and solutions, refer
to RFC 3032.

1.1.2.2 Label Stack

One MPLS packet can have several labels, that is, a label stack. The label that is close to the link
layer header is the top label and the label that is next to the IP header is the bottom label. The LSR
always exchanges labels based on the top label. When multiple labels exist, each label must be
complete and have 32 bits. With the label stack, one MPLS packet can carry multiple layers of
labels. In this manner, the MPLS technology can support hierarchical network systems and at the
same time, support LSPs.

1.1.2.3 Operation Methods of Labels

There are the following basic label operations on MPLS nodes:
% Push

Insert a label to the link header and network layer header on an ingress LER or add a new label to
the stack top of an MPLS packet on an intermediate LSR.

% Pop
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Remove the label of packets on the egress LER to restore the IP packets or remove the top label on
an intermediate LSR to reduce the layers of a label stack.

K/

% Swap
Replace the top label in the label stack of packets based on the ILM during forwarding.

1.1.2.4 LDP

As a new network system, MPLS also has its own signaling protocols or "routing protocols". One of
the basic concepts in the MPLS system is that two LSRs must reach consensus on the meaning of
labels used for traffic transmission. This consensus is realized through a series of processes, that is,
the LDP. Through the LDP, one LSR can notify the other LSR of the label binding. The MPLS
system architecture does not assume the existence of a single LDP. Some MPLS systems use
independent distribution protocols, such as the LDP defined in RFC 3036 by the IETF; other MPLS
systems support the distribution of labels by extending existing protocols in piggybacking mode,
such as MP-BGP and RSVP. You can choose different LDPs for MPLS networks based on the
different application scenarios.

1.1.3 MPLS Network

Figure 2

L5P
;
/
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LSR

MPLS network

An MPLS network has two basic components: LSR and LER. The LSR, which is located at the core
MPLS network, runs the LDP and forwards packets based on labels. The LER classifies incoming
packets into FECs, adds labels, and encapsulates the labels as MPLS packets for forwarding. The
LER also removes the labels from outgoing MPLS packets and restores the original packets. On the
MPLS network, packets with labels are forwarded along the LSP set up through the LDP.

The MPLS system architecture can be divided into the forwarding unit (data plane) and control
unit (control plane). The former forwards packets by searching the label forwarding database
based on the labels carried in packets whereas the latter is responsible for creating and
maintaining label forwarding information database between the connected MPLS nodes. Each
MPLS node must run one or more routing protocols (including static routes) to exchange routing
information with other MPLS nodes on the MPLS network. Judged from the control plane, each
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MPLS node is in nature an IP router. Similar to a traditional IP router, unicast routing protocols
(including static routes) are also enabled to create and maintain a routing table on an MPLS node.
The traditional router uses the routing table to create a forwarding table. The MPLS node,
however, uses the routing table to exchange label binding information between each destination
subnet and adjacent MPLS nodes. The protocol that is responsible for exchanging label binding
information is the LDP.

1.1.4 MPLS Forwarding Actions

Figure 3 Forwarding process of MPLS packets that support PHP

Network

- e s

) |
|
| Ingress LSR LSR Egress |
| LER LER |

|

The following takes traditional IP routing services as an example to show the MPLS forwarding
process:

*

Enable traditional routing protocols (OSPF or ISIS) on all LSRs (including LERs) and create IP
routing tables on the LSRs and LERs.

Set up an LDP LSP based on the IP routing table.

Upon receipt of an IP packet, the ingress LER analyzes the IP packet header and maps it to an
FEC. The ingress LER then adds the label L1, to which the FEC corresponds, to the packet and
sends the labeled packet to the next hop LSR along the LSP.

The next-hop LSR receives the labeled packet, searches the LSP based on the label of the stack
top, and then forwards the packet to the next-hop LSR on the LSP after replacing the label.

The intermediate LSRs perform the same actions as 4.

Upon receipt of the labeled packet, the PHP LSR searches the label forwarding table and pops
out the label after learning that the outgoing label is the implicit null label 3. The PHP LSR then
forwards the original IP packet to the last-hop LSR. If the outgoing label is the explicit null
label, the PHP LSR pops out the label and directly sends the original packet based on the
routes of the IP header in the IP forwarding table.

If the label is popped out on the PHP LSR, the last-hop egress LER receives the original IP
packet and forwards it according to the IP routing table.

QTECH
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1.1.5 LSP Setup and Loop Detection

The pseudo MPLS wire is an LSP. One FEC data stream is assigned with different labels on different
MPLS nodes and forwarded according to the labels. The path that the data stream travels is an LSP
that consists of a series of LSRs. The data streams of the same FEC pass through the same LSP.

+» LSP Setup

)/

«* LSP Loop Control

1.1.5.1 LSP Setup

The LSP setup is in fact the process of binding the FEC to a label and notifying adjacent LSRs of the
binding. This process is completed by the LDP. RFC 3036 stipulates the protocol specifications of
LDP, the interactive process of LSRs, and the message formats.

The LDP detects adjacent LSRs by periodically sending Hello packets. The LDP Hello packets adopt
UDP encapsulation and use the well-known port 646 as the destination port. The destination
address of these packets is the multicast address of all routers in the subnet (the corresponding IP
address is 224.0.0.2). Upon the discovery of a neighboring LSR, the LDP session is triggered. Setting
up an LDP session involves two steps:

o,

% Set up a transmission connection. This is in fact the completion of TCP three-way handshakes
that do not require any interaction of LDP messages.

% Initialize the session. The LDP session parameters are negotiated and determined by
exchanging the initialization information of both parties, such as the label distribution mode,
Keepalive duration, and the maximum length of Protocol Data Unit (PDU).

After the LDP session is created and both parties enter the Operational status, the two parties can
exchange label messages to distribute and manage labels, and create an LSP for each FEC.

During the LSP setup process, there are two label distribution modes: Downstream on Demand
(DOD) and Downstream Unsolicited (DU). In DOD mode, one LSR responds to a label binding
message only after the receipt of a label request from an adjacent LSR. In DU mode, one LSR
voluntarily sends label binding messages to its adjacent LSRs without receiving any request.

During the LSP setup process, there are two label control methods: independent and ordered
control. In independent control mode, each LSR announces to its adjacent devices the binding of
labels and FECs at any required time. In independent DOD mode, one LSR can immediately answer
an upstream label mapping request without waiting for the label mapping from the next hop
device. In independent DU mode, one LSR can announce the label mapping of an FEC at any time
deemed as proper.

In ordered control mode, one LSR binds an FEC to a label and sends the binding upstream only
when the FEC has the next-hop label mapping or the LSR is the egress of the FEC. Otherwise, the
LSR does not bind the FEC to a label, or send the binding to an upstream LSR until receiving the
label mapping of the FEC from a downstream LSR. In ordered control and DU mode, one LSR
announces the label to an upstream LSR only when the LSR is the egress of the FEC or the LSR
receives the label distributed by a downstream LSR. If the label distribution mode of the
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downstream LSR is DOD, the LSR, either in DOD or DU mode, passes on the label request from an
upstream LSR to downstream devices.

1.1.5.2 LSP Loop Control

During the LSP setup process, the loop detection mechanism must be provided to ensure timely
detection of any loops formed by the LSP. There are two methods to avoid LSP loops: the
maximum number of hops and path vector.

In the former mode, the messages that transmit label binding information record the number of
bypassing LSRs. The number increases by one after every LSR. If the number exceeds the specified
maximum value, the system considers that a loop occurs and terminates the LSP.

In the latter mode, the messages that transmit label binding information record the IDs of
bypassing LSRs. The ID of an LSR is recorded to the vector table of the message after each LSR.
Upon receipt of a label binding message, an LSR checks whether its own ID is included in the
vector table. If not, the LSR adds its own ID to the record when distributing the message; if yes, the
LSR considers that a loop occurs and terminates the LSP.

1.1.6 LDP Inter-Area LSP

1.1.6.1 Overview

When an autonomous system (AS) is grouped into multiple interior gateway protocol (IGP)
domains, route aggregation is configured on area border routers (ABRs) to reduce the size of
routing tables and improve efficiency. To configure route aggregation on ABRs, you adopt the LDP
inter-area LSP technology to build a label switch path for aggregated host routes across multiple
IGP areas in an AS.

LDP inter-area LSP achieves this by performing maximum route match extension for LDP.

1.1.6.2 Basic Concepts

Inter-Area LSP

The Inter-area LSP refers to the label switch path across multiple IGP areas in an AS.
ABR

The ABR is a node to connect the backbone area and other areas in OSPF and is a Level 1 or Level 2
node of ISIS.

N

Note When an AS is grouped into multiple IGP areas and route aggregation is enabled on an ABR, enable LDP

inter-area LSP to build a label switch path across multiple IGP areas on the ABR.

1.1.6.3 Working Principle

If LDP inter-area LSP is not enabled, LDP only forwards packets of labels with the exact matching
routes and assigns label mapping messages to LDP neighbors. If LDP inter-area LSP is enabled,
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there is a FEC maximum matching route in the routing table, and the neighbor to which LDP will
assign label mapping messages is the next hop of the maximum matching route, LDP adds the
corresponding forwarding entry, and assigns label mapping messages to the LDP neighbor. The
FEC refers to that in the received label mapping message but not that obtained from the routing
table.

The following figure shows the process for building an LDP inter-area LSP:

Figure 4
Lubel Mup: Label Map:
FEC-192 168.2.0/32, FEC: 1921682 (132,
Luhel:2010 Label:3 Label Map:
FEC:192.168.2.1/32 FEC:192.168.2.1/32, FEC:192.168.2,1/32,
Lahel; 2001 Label; 1024 Lahel:3 192, 168.2.1/32

The process is as follows:

«» Configure ABR1 to advertise route aggregation to the backbone area. The routing table of
ABR1 contains the aggregated route 192.168.2.0/24 and the host route 192.168.2.1/32.

+* PE1 sends a FEC (label mapping message of 192.168.2.1/32) to ABR1.

«» ABR1 sends a FEC (label mapping messages of 192.168.2.0/24 and 192.168.2.1/32) to the
upstream node P2.

«» The routing table of P2 contains the aggregated route 192.168.2.0/24. When receiving the
label mapping message of 192.168.2.0/24, it sends a label mapping message to the upstream
node P3. When receiving the label mapping message of 192.168.2.1/32, P2 sends a label
mapping message of 192.168.2.1/32 to the upstream node P3, because the routing table
contains a maximum matching route (192.168.2.0/24) with the FEC and the neighbor (ABR1)
to which the label mapping message is assigned is the next hop of the route.

% P3 performs the same as P2.

% After the preceding steps, an inter-area LSP, which is P3-P2-ABR1-PE1 (192.168.2.1/32) is
established between Area 0 and Area 1.

This method is similar to the DU label assighment mode + Ordered label assignment control mode.
The LSP built in this mode is applicable to IGP shortest path. Because only aggregated routes are
available for the upstream, DOD label assignment is not applicable to LDP inter-area LSP.

To delete a MPLS forwarding entry added because of the maximum matching route, which is
indicated in the label removal message or because the maximum matching route is deleted, you
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must deliver label removal messages to the upstream, regardless of the label assignment control
mode, Ordered mode or Independent mode. The following figure shows the process for removing
an LDP inter-area LSP:

Figure 5
Lubel Withdraw: Lakbe] Withdraw: Label Withdruw:
FEC:192.168.2.1/32, FEC:192.168.2.1/32, FEC:192 168.2.1/32,
Lhel: 2011 Label: 1024 Label:3 192, 1821732
Liv [?X

The route platform advertises LDP maximum matching route update or removal once the route of
the MPLS forwarding entry added because of the maximum matching route changes, to ensure
more exact LSP.

1.1.6.4 Protocols and Standards
RFC 5283: LDP Extension for Inter-Area Label Switched Paths (LSPs)

1.1.7 LDP Session Protection

1.1.7.1 Overview

The link failure may greatly influence route convergence and aggregation, because the Hello
adjacency of the LDP session is disconnected and the LDP session is disconnected. When the link is
recovered, the LDP session is re-established and label bindings are re-switched, resulting in low
efficiency of LDP convergence.

The LDP session protection function protects the LDP sessions between directly-connected LSRs
and LDP over TE. It speeds up LDP convergence when a link is recovered, especially when a link
fails for a short time.

1.1.7.2 Working Principle

When LDP session protection is enabled for two directly-connected LSRs, a Hello adjacency
connection is established between the LSRs. If the link between them fails, the extended Hello
adjacency connection can be maintained as long as a replaceable path is available between them.
A basic Hello adjacency may be disconnected when a link fails, but the extended Hello adjacency
connection maintains the LDP session. When the link is recovered, the LSR does not need to
establish a new LDP session, improving the LDP convergence efficiency.

Figure 6 LDP session protection
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As shown in the figure, devices R1, R2, and R3 can communicate with each other at the data link
layer and are enabled with O5SPF. LDP is enabled on R1 and R3. A basic Hello adjacency connection
is established between R1 and R2. To protect the LDP session between R1 and R2, enable LDP
session protection on them to establish an extended Hello adjacency connection between them.

When the link between R1 and R2 fails, the basic Hello adjacency connection is disconnected, but
the path R1-R3-R2? is available for reaching R2. As a result, the extended Hello adjacency
connection maintains the LDP session.

No new LDP session or label switch binding is needed when the link between them is recovered.

1.1.8 Applications

Thanks to the combination of Layer 2 switching and Layer 3 routing technologies, the MPLS
technology improves the forwarding rate of packets. With the development of the
Application-Specific Integrated Circuit (ASIC) technologies, the forwarding rate is no longer a
bottleneck in network development. As a result, the edges of MPLS in enhancing forwarding rates
are not remarkable. Due to the innate advantage of combining Layer 2 switching and Layer 3
routing technologies, however, MPLS still has unprecedented edges over other technologies in
terms of virtual private networks (VPNs) and traffic engineering (TE). In this context, MPLS receives
more and more attention. The MPLS applications also gradually shift to the application areas of
MPLS VPN and MPLS TE.

1.2 Configuration

To configure basic MPLS forwarding functions, perform the following configuration procedures:

% Enabling MPLS Globally [Mandatory)
%+ Enabling LDP Globally (Mandataory)

L

% Enabling Label Switching on an Interface (Mandatory)
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¢ Enabling LDP on an Interface(Mandatory)

% Configuring MPLS MTU on an Interface (Optional)

+* Fragmenting MPLS Packets (Optional)

+* Handling ICMP Error Messages (Optional)

¢+ Configuring the MPLS TTL Replication Function (Optional)

% Verifying the MPLS Information (Optional)

VN

Caution 1. The LDP is a topology-driven protocol. To ensure the normal working of the LDP, you should enable

IPv4 routing protocols and ensure their normal operations.
2. For the router products, the ip ref command must be used in the interface configuration mode to enable the router

MPLS express forwarding function and improve the forwarding performance.

1.2.1 Enabling MPLS Globally

In the configuration mode, you can run the mpls ip command to enable a device to support MPLS
forwarding. By default, MPLS is disabled on a device. After MPLS is enabled, the device first
forwards packets according to their labels rather than IP addresses. When the label forwarding
fails, the device then attempts to forward packets based on their IP addresses.

Run the no mpls ip command to disable MPLS forwarding.

Command Function
Qtech(config)# mpls ip Enable MPLS globally.
Qtech(config)# no mpls ip Disable MPLS globally.

|Zl For QSW-6510 series products, the mpls ip command (global configuration mode) is not used to control the chip
forwarding but to control the software forwarding.

1.2.2 Enabling LDP Globally

In the global configuration mode, you can first use the mpls router Idp [vrf-name] command to
enable LDP for a VRF instance and enter the LDP configuration mode.

Run the no mpls router Idp [vrf-name] command to disable LDP for a VRF instance.

Command Function

Qtech(config)# mpls router Idp [ vrf-name ] Enable LDP for a VRF instance and enter the LDP

configuration mode.

Qtech(config-mpls-router)# Idp router-id interface Configure the LDP router ID. The loopback address is generally

loopback id [ force ] used as the router ID.
Qtech(config)# no mpls router Idp [ vrf-name ] Disable LDP for a VRF instance.
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Caution After LDP is enabled globally, you still need to run the mpls ip command in the interface mode to enable
LDP for an interface.
If no wif-name is entered, LDP is globally enabled for all VRF instances.

You are generally required to specify the router 1D for an LOP when you enable LDP.

1.2.3 Enabling Label Switching on an Interface

By default, interfaces do not forward MPLS packets. In the global configuration mode, you can use
the mpls ip command to enable MPLS on a device. You should also use the label-switching
command to explicitly enable MPLS on a specified interface.

Command Function
techiconfig-if-type 1D)# label-switching Enable MPLS on an interface.
Otech(config-if-type ID)# no label-switching Disable MPLS on an interface.

M For the router products, the ip ref command must be used in the interface configuration mode to enable the router
MPLS express forwarding function and improve the forwarding performance.

M ¥ you enable label forwarding in a VLAN on the switch, there must be only one member port. Otherwise, packets
cannot be flooded in the VLAN.

@ When unknown unicast packets or broadcast packets enter the switch through a port, if label forwarding is enabled in
the VLANs where the port belongs, the packets in the VLANSs (including VLANSs without label forwarding enabled)
cannot be forwarded. GQtech Networks recommends that you enable label forwarding on routing ports but not in
VLANS.

N

Note After you disable MPLS packets forwarding on a public network interface, packets forwarding from the AC
to the PW is not affected.

1.2.4 Enabling LDP on an Interface

After LDP is globally enabled, you should run the mpls ip command in the interface mode to
enable LDP on an interface.

Command Function
tech(config-if-type D) mpls ip Enable LOP on an interface.
Otechiconfig-if-type ID)# no mpls ip Disable LDP on an interface.
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Caution After LDP is enabled in the interface mode, the LDF does not take effect on an interface if the mpls router
ldp command is not used in the global configuration mode to enable LOP. To enable LDP on the interface, you must
also use the label-switching command to enable MPLS on the interface.

1.2.5 Configuring MPLS MTU on an Interface [Optional)

By default, the MTU of MPLS packets that can be transmitted by an interface is the same as the
MTU of the interface. The MPLS MTU determines whether MPLS packets should be fragmented
during the forwarding. The MPLS MTU indicates the overall length of MPLS encapsulation and
encapsulated (such as IP) layers.

Run the no mpls mtu command to restore the default value of the MPLS MTU on an interface.

Command Function
Otech(config-if-type ID)# mpls mtu bytes Configure the MPLS MTU on an interface.
tech{config-if-type 1D no mpls mtu Restore the default value of the MPLS MTU on an interface.

@ For QSW-6510 series products, the MPLS MTU configured on an interface cannot exceed the size of packets
transmitted on the interface. For the switches adopting ASIC forwarding, this configuration is invalid. The switches

forward packets based on the MTU configured on actual interfaces and directly discard the packet whose size
exceeds the MTU. To modify the MTU of an interface, you can use the mtu command in the interface configuration
mode. Fragmentation is supported by only process forwarding and router forwarding. You should adjust the MTU

value according to the actual application to avoid performance degradation due to fragmentation.

1.2.6 Fragmenting MPLS Packets [Optional)

By default, MPLS packets that exceed the MPLS MTU on an interface are fragmented as IP
fragmentations. The fragmented IP packets are still encapsulated with the original labels and
transmitted along the original LSP.

Run the no mpls ip fragment command to directly discard packets that should be fragmented.

Command Function
Otech{configl# no mpls ip fragment Directly discard MPLS packets that exceed the MPLS MTU on

an interface.

Otech(config)# mpls ip fragment Restore the default value to fragment packets that exceed the
MPLS MTU on an interface.

N

MNote This command is valid only for the encapsulated IP packets. It is invalid for non-1P packets.
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M This configuration is invalid for MPLS service forwarding with MPLS multi-service cards, such as M8600-MPLS. The
packets exceeding the interface MTU cannot be forwarding and are discarded. Only process forwarding supports

fragment.

1.2.7 Handling ICMP Error Messages (Optional)

To handle ICMP error messages (such as typical MPLS TTL timeout messages) generated during the
forwarding of MPLS packets, you can use the mpls ip icmp-error pop labels command to provide
different processing methods for MPLS packets with different numbers of labels. The default value
of labels is 1. This indicates that the ICMP error messages generated by MPLS packets with a single
layer of labels are forwarded through the global routing table. The ICMP error messages generated
by MPLS packets with multiple layers of labels are forwarded along the LSP of the original label
stack.

Command Function

Qtech(config)# mpls ip icmp-error pop labels Control ICMP error messages generated by labeled MPLS
packets.

Qtech(config)# no mpls ip icmp-error pop Restore the default value.

1.2.8 Configuring the MPLS TTL Replication Function (Optional)

There are two modes for handling the TTL of encapsulated and de-encapsulated IP (or MPLS)
packets on an MPLS network:

R/

% TTL replication mode: This is the default working mode. The procedure is as follows: When a
label is pushed, the label TTL copies the TTL of the existing IP or MPLS header to the TTL field
of the label. When a label is popped out, the TTL is copied back from the external label to the
inner IP packet or MPLS packet.

% TTL non-replication mode: In this mode, the TTL is not copied. The procedure is as follows:
When a label is pushed, the TTL value of the label is directly set as 255. When a label is
popped out, the original TTL value of the inner IP packet or MPLS packet is exposed and
retained.

Run the mpls ip ttl propagate { public | VPN } command to configure the TTL replication function
for packets sent and forwarded by a device.

Command Function
Qtech(config)# [ no ] mpls ip ttl propagate public Enable or disable the TTL propagate for MPLS packets sent by
the device.
Qtech(config)# [ no ] mpls ip ttl propagate VPN Enable or disable the TTL propagate for MPLS service packets
forwarded by the device.
After the TTL replication function is enabled on an MPLS network, you can use the Tracert tool on
a CE to track all the LSRs that the packets pass through in the MPLS domain. If the TTL
non-replication mode is configured on PEs, the entire LSP of the packets is considered as only one
hop.
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IZI For QSW-6510 series products, TTL in the inner header is copied after TTL replication is enabled, whether it is
smaller than the TTL in the outer header.

1.2.9 Verifying the MPLS Information

You can use the show commands in the privilege mode to display MPLS information and verify the
configuration results.

% Display MPLS information.

Display the utilization information about the label space and the interfaces enabled with MPLS.
You can verify whether the configurations are accurate based on the information.

Command Function

Qtech# show mpls summary Display basic MPLS information.

0,

+» Display the MPLS forwarding table.

Display the contents of MPLS forwarding entries and the contents of MPLS forwarding entries
added to an MPLS application protocol (such as LDP and MP-BGP).

Command Function

Qtech# show mpls forwarding-table [ summary | Display the information about the MPLS forwarding table.
[ [ ip-address/mask | label label | interface
interface-name | next-hop ip-address ]| [ ftn [ip |
ve]|ilm [ip|vec]]]|{vrfvrf-name | global } [ ftn |
ilm ][ frr][detail 1]

«+» Display the utilization of the label pool.

Command Function

Qtech# show mpls label-pool Display information about the utilization of the MPLS label pool.

+*» Check the LSP connectivity.

Command Function

Qtech# ping mpls ipv4 ip-address/mask [ repeat
repeat ] [ ttl time-to-live ] [ timeout timeout ] [ size
size ] [ interval mseconds ] [ source ip-address | o
o o Check the LSP connectivity.
[ destination ip-address ] [ force-explicit-null ]

[ pad pattern ] [ reply mode {ipv4 | router-alert } |

[dsmap ] [flags fec ][ verbose ]

Qtech# traceroute mpls ipv4 ip-address/mask
[timeout timeout ] [ ttl ttl ] [ source ip-address ]
[ destination ip-address ] [ force-explicit-null ] Check the LSR nodes that the LSP passes through.
[reply mode {ipv4 | router-alert } ] [ flags fec ]

[ verbose ]
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1.2.10 Configuring Optional LDP Parameters (Optional)

You can modify the default LDP parameters as required. To modify LDP parameters, you should
run the commands in the LDP or the interface configuration mode.

1.2.10.1 Configuring Parameters for an LDP Session

Configuring the LDP Router ID

The LDP Router ID, expressed in the format of IP addresses, uniquely identifies one LSR in a
domain. By default, the LDP uses the system Router ID as the LDP Router ID, that is, the LSR ID.
The value of an LDP Router ID must be globally unique. In addition, the LDP Router ID must be
reachable to other LSRs. This is because the LDP defaults the LDP Router ID as the transport
address. You can run the Idp router-id command to modify the LSR ID.

Command

Qtech(config-mpls-router)# ldp router-id interface

interface-name [ force |

Qtech(config-mpls-router)# no Idp router-id

Enabling Hello Packets Receiving

Function

Specify the address of an interface as the LDP Router ID of the

LSR. force indicates that the current configurations immediately
take effect.

Restore the default value. The system Router ID is used as the

LDP Router ID.

To enable the device to receive all target hello packets or the target hello packets from the
neighbor permitted by the ACL, use the following command in the config-mpls-router mode.

Command

Qtech(config-mpls-router)# discovery

targeted-hello accept [ from acl-name ]

Function

Use this command to enable the device to receive all target hello
packets or the target hello packets from the neighbor permitted
by the ACL. All other targeted hello packets are discarded
except for those from the extended LDP neighbors. This function
is disabled by default. Use the no or default form of this
command to restore the default setting.

from: Only receives target hello packets from the neighbor
permitted by the ACL.

acl-name: The ACL name.

When you configure two devices as remote peers, configure one end as neighbor and enable this
function on the other. When you delete emote peers, you only need to delete the neighbor
configuration.

The following example enables the device to receive target hello packets from all devices.

Qtech (config)# mpls router 1ldp

Qtech (config mpls router)# discovery targeted hello accept

The following example enables the device to receive target hello packets from neighbor 1.1.1.1.

Qtech (config)# ip access list standard target acl

QOtech (config std nacl)# permit host 1.1.1.1

QTECH
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Qtech (config std nacl)# exit

Qtech (config)# mpls router ldp

Qtech (config mpls router)# discovery targeted hello accept from target acl
Configuring transport-address

By default, the LSR ID is used as the global transport address. As an option, you can choose the
main address of an interface or specify an IP address as the transport address to set up an LDP
session on the interface. There are the following two configuration methods.

Use commands to configure the transport address of an interface.

Command Function
Qtech(config-if-type ID)# mpls Idp Configure the transport address for LDP sessions on an
transport-address { interface | ip-address } interface.

o Delete the configuration on the interface. By default, the global
Qtech(config-if-type ID)# no mpls ldp ) )
transport address is adopted. If no global transport address is
transport-address

configured, the LSR ID is used as the transport address.

Use commands in the LDP configuration mode to globally configure a transport address for all LDP
sessions.

Command Function

Qtech(config-mpls-router)# transport-address ] ]
i ] i Configure a global transport address for LDP sessions.
{interface | ip-address | interface-name }

] Remove the global setting and restore the LSR ID as the
Qtech(config-mpls-router)# no transport-address
transport address.

VN

Caution When you specify an IP address as the transport address, make sure that the address is reachable to
other directly connected LSRs; otherwise, the LDP session cannot be set up.
If transport addresses are configured on an interface and globally, the basic LDP session set up on the interface
prefers the transport address configured for the interface.
The configured transport address is valid only for the basic LDP session. The LDP session set up through extended

mechanisms always use the LSR ID as the transport address.

Configuring the Time Interval for Hello Packets

The LDP periodically sends Hello packets to detect LDP peers. By default, the interval for sending
Hello packets in the basic LDP discovery mechanism is 5s. You can freely set the interval that
ranges from 1 to 65535 seconds in the interface mode.

Command Function

Qtech(config-if-type ID)# mpls Idp hello-interval Set the interval for sending Hello packets in the basic LDP

seconds discovery mechanism.
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Qtech(config-if-type ID)# no mpls ldp Restore the default interval for sending Hello packets in the

hello—interval basic LDP discovery mechanism.
The default interval for sending Hello packets in the extended LDP discovery mechanism is 10s.
You can run the discovery target-hello interval command to modify the interval.

Command Function

Qtech(config-mpls-router)# discovery target-hello | Set the interval for sending Hello packets in the extended LDP

interval seconds discovery mechanism.
Qtech(config-mpls-router)# no discovery Restore the default interval for sending Hello packets in the
target-hello interval extended LDP discovery mechanism.

Configuring the Hold Time of Hello Packets

After an LDP peer is detected by periodically sending Hello packets, the local LDP device retains
the peer for a period of time although no Hello packet is received from the peer, and considers
that the peer expires after this period. This period of time is called the hold time of Hello packets.
The default hold time of Hello packets is 15s. You can freely set the interval that ranges from 1 to
65535 seconds in the interface mode. The value 65535 indicates an indefinite hold time.

Command Function
tech(config-if-type ID)# mpls Idp hello-holdtime
Q ( gip ) P P Set the hold time of Hello packets.
seconds
tech(config-if-type ID)# no mpls Id
Q ( gip ) P P Restore the default hold time of Hello packets.
hello-holdtime
The default hold time of Hello packets in the extended LDP discovery mechanism is 45s. You can

run the discovery target-hello holdtime command to modify this value.

Command Function

Qtech(config-mpls-router)# discovery target-hello | Set the hold time of Hello packets in the extended LDP

holdtime seconds discovery mechanism.
Qtech(config-mpls-router)# no discovery Restore the default hold time of Hello packets in the extended
target-hello holdtime LDP discovery mechanism.

Configuring the Hold Time of Keepalive Packets

After an LDP peer is detected by periodically sending Hello packets and an LDP session is set up in
TCP mode, the local LDP device retains the peer for a period of time although no Keepalive packet
is received from the peer. The local LDP device considers that the peer expires and voluntarily
terminates the LDP session after this period. This period of time is called the hold time of
Keepalive packets. The default hold time of Keepalive packets for the session set up in the basic
discovery mechanism is 45s and that for the session set up in the extended discovery mechanism
is 180s. You can freely set the value at the range of 15 to 65535. The interval for sending Keepalive
packets is one third of the hold time of Keepalive packets.

Command Function
Qtech(config-if-type ID)# mpls Idp In the interface mode, set the hold time of Keepalive packets for
keepalive—holdtime seconds the session set up in the basic discovery mechanism.
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Qtech(config-if-type ID)# no mpls Idp Restore the default hold time of Keepalive packets for the

keepalive-holdtime session set up in the basic discovery mechanism.
Qtech(config-mpls-router)# targeted-session In the LDP mode, set the hold time of Keepalive packets for the
holdtime seconds session set up in the extended discovery mechanism.
Qtech(config-mpls-router)# no targeted-session Restore the default hold time of Keepalive packets for the
holdtime session set up in the extended discovery mechanism.

Configuring the Maximum Number of Repeated Label Requests

When an LDP device requests labels, it waits for a period of time to start another attempt if no
label is detected due to various reasons. The default number of repeated requests is indefinite.
You can freely set the value that ranges from 0 to 255 in the interface mode.

Command Function
Qtech(config-mpls-router)# mpls Idp )
) Set the maximum number of repeated LDP label requests.
max-label-requests times
Qtech(config-mpls-router)# no mpls ldp

Restore the default number of repeated LDP label requests.
max-label-requests

Configuring the Maximum PDU

The messages exchanged between LDP devices are all contained in PDUs. You can freely set the
value of the PDU that ranges from 256 to 4096 in the interface mode. The default PDU value is
4096.

Command Function
tech(config-mpls-router)# mpls ldp max-pdu

Q ( g-mp ) P P P Set the maximum PDU.

max-pdu

Qtech(config-mpls-router)# no mpls Idp max-pdu | Restore the default PDU (4096).
Configuring the Extended LDP Discovery Mechanism

The basic discovery mechanism is used to detect the local LDP peers. That is, set up a local LDP
session with the directly connected LSR. The extended discovery mechanism is used to detect the
remote LDP peers. That is, set up a remote LDP session with the non-directly connected LSR.

Command Function
Qtech(config-mpls-router)# neighbor ip-address Create an extended LDP peer.
Qtech(config-mpls-router)# no neighbor

] Delete an extended LDP peer.
ip-address

1.2.10.2 Configuring LDP Loop Detection
Configuring the Loop Detection Mode

The LDP provides two methods to detect loops: maximum number of hops and path vector. By
default, loop detection is disabled for the LDP.

In the loop detection based on the maximum number of hops, in addition to label information, a
packet also carries the number of hops and the number increases by one every time the packet
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passes an LSR. When the number exceeds a preconfigured maximum value, the device considers
that a loop occurs on the LSP.

In the loop detection mode of path vector, the packet also carries the LSR ID apart from the label
information. At each hop, an LSR first checks whether the number of LSRs in the path vector list
already exceeds the preset maximum number in the path vector list. If yes, it means that a loop
occurs. If not, the LSR continues to check whether its LSR ID already exists in the path vector list of
the LDP message. If yes, it means that a loop occurs; if not, the LSR adds its own LSR ID to the path
vector list.

Command Function
Qtech(config-mpls-router)# loop-detection Enable loop detection.
Qtech(config-mpls-router)# no loop-detection Disable loop detection.

Configuring the Maximum Number of Hops

In the interface mode, you can set the maximum number of hops allowed in the loop detection
mode. By default, the number is 254. You can set the value at the range of 1 to 255. If loop
detection is enabled and the number of hops in an LDP message is detected to exceed the set
value, the LSR considers that a loop occurs.

Command Function

tech(config-if-type ID)# mpls |dp max-hop-count
Q ( gip ) P P P Set the maximum number of hops in loop detection.

number
Qtech(config-if-type ID)# no mpls ldp Restore the default value of the maximum number of hops in
max-hop-count loop detection.

Configuring the Maximum Number in the Path Vector List

In the interface mode, you can set the maximum number of LSRs included in the path list of the
loop detection based on path vector. By default, the number is 254. You can set the number at the
range of 0 to 254. The number means the maximum number of LSRs that can be carried in the
path vector list. After loop detection is enabled, an LSR considers that a loop occurs if the LSR
detects its own LSR ID in the path vector list or the number of LSR IDs in the path vector list
exceeds the preset value.

Command Function

Qtech(config-mpls-router)# mpls Idp Set the maximum number in the path vector list of loop
max-path-vector number detection.

Qtech(config-mpls-router)# no mpls Idp Restore the default value of the maximum number in the path
max-path-vector vector list of loop detection.

1.2.10.3 Configuring the LDP Working Mode
Configuring the LDP Label Distribution Control Mode

The LDP label distribution control mode specifies when an LSR notifies its neighbors of the binding
between labels and FECs. There are two control modes: independent control and ordered control.
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In independent control mode, the LSR announces to its adjacent devices the binding of labels and
FECs at any required time. In ordered control mode, an LSR binds an FEC to a label and sends the
binding upstream only when the FEC has the next-hop label mapping or the LSR is the egress LSR
of the FEC.

By default, the LDP uses the independent control mode. You can run the Isp-control-mode
command to set the LDP control mode.

Command Function
Qtech(config-mpls-router)# Isp-control-mode o

i Set the label distribution control mode.
{independent | orderd }

Qtech(config-mpls-router)# no Isp-control-mode Restore the default label distribution control mode.
Configuring the LDP Label Distribution Mode

The LDP label distribution mode specifies how an LSR notifies its neighbors of the binding between
labels and FECs. There are two modes: DOD and DU.

In DOD mode, a downstream LSR responds to a label binding message only after the receipt of a
label request from an upstream LSR neighbor. In DU mode, one LSR voluntarily sends label binding
messages to its upstream LSRs according to certain triggering policies. If the upstream and
downstream LSRs use different label distribution modes, use the DU mode if the LSRs are
connected to each other through Ethernet.

By default, the LDP works in DU mode. You can use the distribution-mode command in the
interface mode to set the label distribution mode on an interface.

Command Function
Qtech(config-if-type ID)# mpls Idp
distribution-mode { du | dod }

Set the label distribution mode.

tech(config-if-type ID)# no mpls Id
Q_ . ( . giFype D) P P Restore the default label distribution mode (DU).
distribution-mode

Configuring the LDP Label Retention Mode

The label retention mode specifies whether an LSR should retain the label binding learnt from a
label mapping message if the message is not sent from the next hop of the corresponding FEC or
the message does not match any existing IP route. There are two label retention modes:
conservative and liberal modes.

When the preceding situation occurs, the liberal mode retains the binding of the FEC and label
from the neighbor whereas the conservative mode does not retain the binding information.

The conservative label retention mode uses and maintains a small number of labels. The LSR
should re-obtain the label values in the case of route changes, prolonging responses. The liberal
label retention mode, however, responds rapidly to route changes but unnecessary label
mappings are also distributed and maintained.

By default, the LDP uses the liberal label retention mode.
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You can run the label-retention-mode command to set the label retention mode.

Command Function
Qtech(config-mpls-router)# label-retention-mode )

) ] Set the label retention mode.
{liberal | conservation }
Qtech(config-mpls-router)# no

) Restore the default label retention mode.
label-retention-mode

Configuring the Transmission Mode of Label Release Messages

When an FEC becomes invalid, the LDP sends label release messages to downstream devices to
cancel the label bound to the FEC. Each LDP device on the LSR determines whether to transmit the
messages to downstream devices based on the setting on the transmission mode of label release
messages.

By default, an LDP device does not send label release messages received from an upstream device
to downstream devices.

You can run the propagate-release command to set the transmission mode of label release
messages.

Command Function
] Configure a device to send label release messages to
Qtech(config-mpls-router)# propagate-release ]
downstream devices.
Configure a device not to send label release messages to

Qtech(config-mpls-router)# no propagate-release ]
downstream devices.

1.2.10.4 Configuring Label Control Policies
Configuring Label Distribution Policies

By default, the LDP assigns labels to all valid IGP routes (excluding BGP routes). In some special
situations, you may only want to assign labels to some routes or to only certain LDP peers. In this
manner, you can reduce the number of labels and the number of LSPs to lessen device and
network burdens.

Command Function

] ) Configure the device to assign labels to only host routes that
Qtech(config-mpls-router)# advertise-labels for ) o )
satisfy the mask length of 32 bits in the route forwarding table.
host-routes ) )
By default, the mask length of routes is not restricted.

Qtech(config-mpls-router)# advertise-labels for Configure the device to assign labels to BGP routes. By default,
bgp-routes [ acl acl-name ] the LDP does not assign labels to BGP routes.
Qtech(config-mpls-router)# advertise-labels for Configure the device to assign labels to default routes. By
default-route default, the LDP assigns implicit null label 3 to default routes.

] ) Configure the device to assign labels to FECs that match ACL
Qtech(config-mpls-router)# advertise-labels for ) ) )
) ) ) rules and specify the device to assign labels only to LDP peers
acl prefix-access-list [ to peer-access-list ]
that match the rules.
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Caution By default, the LDP assigns labels to only IGP routes. To assign labels to BGP routes, you can run the
advertise-labels for bgp-routes command.
By default, the LDP does not set up an LSP for default routes.

Configuring Label Reception Policies

By default, the LDP receives all label binding information sent from all neighbors. In certain
situations, you may need to control the device to receive only some binding information about
FECs and labels from certain neighbors. In this case, you can run the neighbor ip-address labels
accept command.

Command Function

Otech(config-mpls-router# neighbor ip-address
Configure a label reception policy.
labels accept acl-name

Configuring Policies for Distributing Explicit Null Labels

By default, the LDP assigns implicit null labels to the FEC (such as direct routes) with the local
device as the egress. You can use the explicit-null command to assign explicit null labels to all
direct routes or routes that match certain ACL rules. You can also use the no explicit-null
command to restore the default setting.

Command Function

(tech(config-mpls-router)# explicit-null [ for Configure a device to assign explicit null labels to all direct
prefix_acl | to peer_ac! ) routes or routes that match certain ACL rules.
tech{config-mpls-router)# no explicit-null Restore the default setting.

PR

Caution For an FEC with the local device as the egress, the device cannot assign explicit null labels to the FEC if
g g
the corresponding LSP is a tunnel that carries L2VPN or L3VPN services.
Configure this function only for the global LOP instance. This function is not supported by the VRF instance.

1.2.10.5 Configuring the LDP MD5 Authentication

To enhance the reliability of LDP sessions, you can configure the MD5 authentication for the TCP
connections used by the LDP sessions. You can run the neighbor ip-address password [ 0 | 7]
pwd-string command to configure the MD5 authentication for TCP connections between a device
and its peer and run the no neighbor ip-address password [ 0 | 7] pwd-string command to restore
the default setting.

Command Function
tech(config-mpls-router}# neighbor ip-address Configure a device to adopt the MDS authentication for the TCP
password [ 0 | T ] pwd-string connections with its peer.
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Command Function

tech(config-mpls-router)# no neighbor ip-address
Q ( g-mp ) g P Restore the default setting.

password

1.2.10.6 Configuring LDP Inter-Area LSP
Default Setting

The following table describes the default setting of LDP inter-area LSP.

Feature Default
LDP inter-area LSP This function is disabled.

Creating a Configuration Task

K/

% Application Environment

When an AS is grouped into multiple IGP areas and route aggregation is enabled on an ABR,
enable LDP inter-area LSP to build a label switch path across multiple IGP areas on all the ABRs
running LDP.

o,

% Preset Task
Before you enable LDP inter-area LSP, complete the following tasks:

1) Configure IGP.
2) Configure ABRs to aggregate host routes.
3) Configure MPLS LDP sessions.

Configuring LDP Inter-Area LSP

Command Function

Qtech# configure terminal Enter the global configuration mode.

Qtech(config)# mpls router Idp Enter the LDP configuration mode.
Qtech(config-mpls-router)# inter-area-Isp Enable LDP inter-area LSP on devices between PEs.

Displaying Configuration

Use the following commands to display LDP configuration parameters:

Command Function

show mpls Idp parameters Display LDP configuration parameters to check whether LDP inter-area LSP
is enabled.

show mpls Idp bindings Display the FEC-label binding. If LDP inter-area LSP is enabled, the

maximum matching route of the FEC added with the LDP entry has an IA

identifier.

1.2.10.7 Configuring LDP Session Protection
Default Setting

The following table describes the default setting of LDP session protection.
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Feature

Default

LDP session protection

This function is disabled.

Creating a Configuration Task

% Application Environment

To protect LDP sessions between directly-connected LSRs, enable LDP session protection on both

LSRs.

K/

%  Preset Task

Before you enable LDP session protection, complete the following tasks:

1) Configure IGP.
2) Configure MPLS LDP sessions.

Enabling LDP Session Protection

Command

Function

Qtech# configure terminal

Enter the global configuration mode.

Qtech(config)# mpls router ldp

Enter the LDP configuration mode.

Qtech(config-mpls-router)# session protection

Enable LDP session protection.

(Optional) Configuring LDP Session Protection Parameters

Command

Function

Qtech# configure terminal

Enter the global configuration mode.

Qtech(config)# mpls router Idp

Enter the LDP configuration mode.

Qtech(config-mpls-router)# session protection for acl

acl_1

Configure protection for only sessions with the LSR ID
matching the specified ACL rule of LDP neighbors.

By default, no ACL rule is specified, which means all
LDP sessions are protected.

Qtech(config-mpls-router)# session protection duration

{'infinite | seconds } ]

Configure session protection time.
The default session protection time is 86400 seconds
(24 hours).

Displaying Configuration

Command Function

show mpls Idp neighbor detail

Display LDP session information about all or specified VRFs to check whether

LDP session protection is enabled.

show mpls Idp parameter

is enabled.

Display LDP configuration parameters to check whether LDP session protection

1.2.10.8 Verifying the LDP Information
Display LDP attributes.

You can run the show mpls Idp parameters [all | vrf vrf-name] command to display information
about LDP attributes, including the LSR ID, transport address, loop detection mechanism, label
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distribution control mode, label retention mode, the interval and hold time of Hello packets with
extended peers, and the interval and hold time of Keepalive packets with extended peers. You can
verify the information to confirm whether the configurations are correct. By default, the LDP
attributes of the default VRF are displayed. If all is chosen, the LDP attributes of all VRFs are
displayed; if vrf-name is specified, the LDP attributes of a specified VRF are displayed.

Command Function
Qtech# show mpls Idp parameters [ all | vrf vrf-name ] Display information about LDP attributes.

Display the information about an interface enabled with LDP.

You can use the show mpls Idp interface [ all | vrf vrf-name | interface interface-name ]
command to display the LDP status information about interfaces in all or a specified VRF. You can
also display the LDP status information about specific interfaces. By default, the LDP status
information about the interfaces of the default VRF is displayed. If all is chosen, the LDP status of
interfaces in all VRFs is displayed; if vrf-name is specified, the LDP status of interfaces in a specified
VRF is displayed; if interface-name is specified, the LDP status of the specified interface is
displayed.

Command Function

Qtech# show mpls Idp interface [ all | vrf vrf-name | . . . ) .

) Display information about the interface enabled with LDP.
interface-name |

Display the binding between FECs and labels.

You can use the show mpls Idp binding [ all|vrf vrf-name | | [ ip-address/mask | label label ] |
[ remote | local ] command to display the binding information between FECs and labels. You can
also use this command to display the LDP working status, whether an FEC is properly bound to a
label, or the specific label value bound to an FEC. When using this command, you can filter the
display information based on the VRF, address prefix, label value, remote binding, or local binding.

Command Function
Qtech# show mpls Idp bindings [ all | vrf vrf-name ] | ) o

) Display the binding between FECs and labels.
[ ip-address/mask | label label | [ remote | local ]

Display LDP neighbors.

You can use the show mpls Idp neighbor [all | vrf vrf-name ] | [ detail ] command to display the
LDP neighbors of all or a specified VRF, including the TCP connection port, LDP status, statistics
about packets received and transmitted, the voluntary LDP discovery party of the local and remote
LDP devices. The parameter detail displays the detailed information about LDP neighbors.

Command Function
Qtech# show mpls Idp neighbor [all | vrf vrf-name ] |
[ detail ]

Display information about discovered LDP neighbors.

Display information about LDP neighbors.

You can use the show mpls Idp discovery [all | vrf vrf-name] | [ detail ] command to display the
information about the ports where LDP neighbors are discovered and about the neighbors. The
parameter detail displays the detailed information about LDP neighbors.
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Command Function
Qtech# show mpls Idp discovery [ all | vrf ) ) ) ) )

) Display information about discovered LDP neighbors.
vrf-name ] | [ detail ]

Reset the LDP session.

You can use the clear mpls Idp neighbor command to reset an LDP session and set up a new
session.

Command Function

Qtech# clear mpls Idp neighbor [all | vrf ) )
) Reset an LDP session and set up a new session.
vrf-name ] [ * | ip-address ]

1.2.11 Configuring Static MPLS Forwarding

To support basic MPLS forwarding functions, you can also use static configurations rather than the
LDP. To configure basic MPLS forwarding functions in static mode, perform the following
configuration procedures:

+» (Mandatory) Enabling MPLS Globally

R/

+* (Mandatory) Enabling MPLS on an Interface

o,

< (Mandatory) Configuring a Static LSP

Vi

Caution The configuration of a static LSP is independent of LDP. As a result, IPv4 routes are not required. Even if

no IPv4 routes exist on the network, the static LSP takes effect, as long as the physical network is reachable.

For the configuration procedures to enable MPLS globally and enable MPLS on an interface, refer
to Procedures for Configuring Basic MPLS.

1.2.11.1 Configuring a Static LSP

The configuration of an MPLS network in static mode centers around the static LSP. The other
configurations are the same as those of the LDP. To configure a static LSP, perform the following
three procedures:

++» Configuring a Static FTN on the Ingress LSR

R/

+» Configuring a Static ILM on the Intermediate LSR.

++» Configuring a Static ILM on the PHP LSR

AN

Note The label values 16 to 1024 are reserved for static LSPs. When you configure static LSPs, you can

choose only these reserved values.
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|Zl On a router, you must use the ip ref command on the label forwarding interface to enable MPLS fast forwarding to

improve forwarding performance of the router.

1.2.11.2 Configuring a Static FTN on the Ingress LSR
On the ingress LSP, set up an FTN entry for the FEC, that is, bind the FEC to a label.

You can run the mpls static ftn command in the global configuration mode to configure a static
FTN. The syntax of the command is as follows:

Command Function

Qtech(config)# mpls stat.ic ftn ip-address / mask Add a global FTN.

out-label label nexthop interface nexthop-ip

Qtech(config)# no mpls static ftn ip-address/mask Delete a global FTN.
For example, to configure a global FTN that binds label 16 to FEC 192.168.1.0/24, supports the
next hop of the LSP as 192.168.10.10, and the outgoing interface as GigabitEthernet 2/1, run the

following command:

Qtech (config)# mpls static ftn 192.168.1.0/24 out label 16 GigabitEthernet 2/1 192.168.10.10

To delete the TFN, run the following command. In this case, you are required to only enter the FEC.
Other parameters are not required.

Qtech (config)# no mpls static ftn 192.168.1.0/24

1.2.11.3 Configuring a Static ILM on the Intermediate LSR.

An intermediate LSR should forward labels for incoming labeled packets. In this case, you are
required to configure ILM forwarding entries to map incoming labels to outgoing ones. You can
run the mpls static ilm in-label command in the global configuration mode to configure a static ILM.
The syntax of the command is as follows:

Command Function

Qtech(config)# mpls static ilm in-label in_label

forward-action swap-label swap_label nexthop Add a global ILM.

interface nexthop-ip fec ip-address/mask

Qtech(config)# no mpls static ilm in-label in_label Delete a global ILM.
For example, to configure a global ILM that maps the incoming label 16 to the outgoing label 17,
supports the next hop of the LSP as 192.168.11.11, the outgoing interface as GigabitEthernet 2/2,
and the FEC of the LSP as 192.168.1.0/24, run the following command:

Qtech (config) # mpls static ilmin label 16 forward action swap label 17 nexthop GigabitEthernet
2/2 192.168.11.11 fec 192.168.1.0/24

To delete the ILM, run the following command:

Qtech (config)# no mpls static ilm in label 16

@ §) QTECH

MUp OCTYNMHEE |
n www.qgtech.ru



Mdddabiii

1.2.11.4 Configuring a Static ILM on the PHP LSR

Since the second but last hop should perform PHP, its ILM entries are different from those on
other intermediate LSRs. That is, the outgoing label in the ILM of the PHP LSR on the LSP should be
an implicit null label (3).

VN

Caution For information about the PHP, refer to related materials.

For example, you are required to configure a global ILM on the PHP LSR of the LSP. The LSR pops
out the incoming label 17 and sends the packets from GigabitEthernet 2/2. The next hop address is
192.168.12.12 and the corresponding FEC is 192.168.1.0/24. Run the following command:

Qtech (config) # mpls static ilm in label 17 forward action swap label 3 nexthop GigabitEthernet
2/2 192.168.11.11 fec 192.168.1.0/24

To delete the ILM, run the following command:

Qtech (config)# no mpls static ilm in label 17

1.2.11.5 Displaying MPLS Forwarding Table

To display the MPLS forwarding table, you can use the following command in the privileged EXEC
mode.

Command Function
Display the MPLS forwarding table.
-: displays the whole MPLS forwarding table.
summary: displays the statistics information of MPLS
process forwarding.
ip-address/mask:: displays ILM and FTN entries of a
specified FEC.
label label: displays the ILM entry of a specified label.
interface interface-name: displays the MPLS forwarding
) entry (ILM and FTN) of a specified egress.
show mpls forwarding-table [ summary | ) ) )
] ) next-hop ip-address: displays the MPLS forwarding entry
[ [ ip-address/mask | label label | interface »
] ] ) (ILM and FTN) of a specified next-hop address.
interface-name | next-hop ip-address ]| [ftn [ip | vc] | ) ]
] ] ) ftn: displays an FEC mapping entry.
ilm [ip | vc]]|{vrfvrf-name | global } [ftn |ilm ]][frr]

) ilm: displays a label forwarding entry.
[detail ]]

ip: displays the MPLS forwarding entry of an IP application
(including unicast route and L3 VPN).

vc: displays the MPLS forwarding entry added by the VC.
vrf vrf-name: displays the MPLS forwarding entry related
to a VRF.

detail: displays the details about the MPLS forwarding
entry.

global: displays global non-VRF MPLS forwarding entries,
excluding FTN and ILM entries of VC.
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No parameter is carried, indicating that all MPLS forwarding entries are displayed.

Use the show mpls forwarding-table command to show information about all MPLS forwarding
entries (including ILM and FTN entries).

Use the show mpls forwarding-table ip-address/mask command to display information about
specified MPLS forwarding entries (including ILM and FTN entries).

Use the show mpls forwarding-table label /abel command to display the ILM forwarding entries of
a specified label.

Use the show mpls forwarding-table interface interface-name command to display the MPLS
forwarding entries of a specified egress (including FTN and ILM entries).

Use the show mpls forwarding-table next-hop ip-address command to display the MPLS
forwarding entries of a specified next hop (including FTN and ILM entries).

Use the show mpls forwarding-table detail command to display details about all MPLS forwarding
entries (including ILM and FTN entries).

Use the show mpls forwarding-table vrf command to display all MPLS forwarding entries
(including ILM and FTN entries) which belong to a VRF.

Use the show mpls forwarding-table vrf vrf-name ftn command to display information about all
FTN entries which belong to a VRF.

Use the show mpls forwarding-table vrf vrf-name ilm command to display information about all
ILM entries which belong to a VRF.

Use the show mpls forwarding-table ftn ip command to display FTN entries of unicast routes and
L3 VPN application.

Use the show mpls forwarding-table ilm ip command to display ILM entries of unicast routes and
L3 VPN application.

Use the show mpls forwarding-table ftn command to display all FTN entries.

Use the show mpls forwarding-table ilm command to display all ILM entries.

Use the show mpls forwarding-table ftn vc command to display all FTN entries of L2 VPN.

Use the show mpls forwarding-table ilm vc command to display all ILM entries of L2 VPN.

Use the show mpls forwarding-table ftn detail command to display details about all FTN entries.
Use the show mpls forwarding-table ilm detail command to display details about all ILM entries.

The following example displays all MPLS forwarding entries.

Qtech#showmpls forwarding table
Label Operation Code:

PH PUSH label

PP POP label

SW SWAP label
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SP SWAP topmost label and push new label

DP DROP packet

PC POP label and continue lookup by IP or Label
PI POP label and do ip lookup forward

PN POP label and forward to nexthop

PM POP label and do MAC lookup forward

PV POP label and output to VC attach interface
IP IP lookup forward

s stale
Local Outgoing OP FEC Outgoing Nexthop
labellabel interface
s 1024 PH 1.1.1.1/32 G10/2 50,111
imp null PH 1.1.2.2/32 Gi0/2 50,11,

The following example displays statistics information of the process forwarding module.

Qtech# show mpls forwarding table summary
MPLS forwarding is ON
Enable count:1

ILM entrys:14

ILM changes:14

ILM failed changes :0

IP FTN entrys:0

IP FTN changes:4

IP FTN failed changes:0
L2 FTN entrys:0

L2 FTN changes:0

L2 FTN failed changes:O0
In label packets:0

Out label packets:0

Send label packets:0

In ip packets:0

Out ip packets:0

Out ip stack packets:0
Forwarding packets:0
Fragment packets:0
Fragment error packets:0
Label error packets:0
Label failed packets:0
Ttl over packets:0
Buffer failed packets:0
Ip don't fragment packets:0
Other failed packets:0

The following example displays FRR information of the process forwarding module.

QOtech#show mpls forwarding table frr
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Label Operation Code:

PH PUSH label

PP POP label

SW SWAP label

SP SWAP topmost label and push new label

DP DROP packet

PC POP label and continue lookup by IP or Label
PI POP label and do ip lookup forward

PN POP label and forward to nexthop

PM POP label and do MAC lookup forward

PV POP label and output to VC attach interface
IP IP lookup forward

Status codes: m main entry, b backup entry, * active.
Local Outgoing OP FEC Outgoing Nexthop
Label label interface

m* 1026 PH 120.1.1.0/24 Gi3/18 10.0.2.1
b 1027 PH 120.1.1.0/24 Gi3/19 10.0.3.1
m* 1028 1029 SW 120.1.2.0/24 Gi3/18 10.0.2.1
b 1028 1030 SwW 120.1.2.0/24 Gi3/29

1.2.11.6 Displaying MPLS REF Table

To display information about the MPLS REF table, including IPv4 FTN, IPv6 FTN, ILM, next hop and
global information, you can use the following commands in the privileged EXEC mode.

Command Function
Display information about IPv4 FTN of MPLS REF.
Global: Display MPLS REF information in the global VRF.
vrf vrf-name: Display MPLS REF information in the
specified VRF.

ip-address / mask: Display information about the specified

IPv4 FEC.
show mpls ref ftn-ipv4 [ global | vrf vrf_name ] ipv6-address / mask: Display information about the
[ ip_address / mask [ detail ]] specified IPv6 FEC.

in-label label: Perform filtering according to the in-label, in
the range from 16 to 1048575.
nhife_id: ID of next hop label forwarding entry (NHLFE), in
the range from 1 to 4294967295.
detail: Display MPLS REF table details
summary: Display global information

show mpls ref ilm [ in-label label [ detail ] | summary ] | Display information about ILM of MPLS REF.

show mpls ref nhife [ [ nhife_id [ detail ] ] | summary ] Display information about the next hop of MPLS REF.

show mpls ref summary Display the global information about MPLS REF.

The following example displays information about IPv4 FTN of MPLS REF.
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Qtech# show mpls ref ftn ipv4

VRF FEC NHLFE ID NHLFE Type
0 2.2.2.2/32 32767 single path

VRF means the VRF that the FTN belongs to.
FEC means forwarding equivalence class.
NHLFE ID means ID of the next hop label forwarding entry.

NHLFE TYPE means type of the next hop label forwarding entry, either uni-path or multi-path.

The following example displays information about ILM of MPLS REF.

Qtech# show mpls ref ilm
In Intf In Label Type Pathnum Opcode VRF VC ID Out Intf Nexthop
0 112 single 1 pop 0 0 3 10.1.1.1

In intf means incoming interface value, The label is globe-based label space, so the incoming
interface value is 0 constantly.

In label means incoming label.

Pathnum means the number of paths.

Opcode means label operation type.

VRF means VRF value.

VC_ID means that used for L2 VPN forwarding.
Out Intf means outgoing interface ID.

Nexthop means next hop IP address.

The following example displays NHLFE information.

Qtech# show mpls ref nhlfe
ID Type Pathnum Opcode Intf ADJ ID Nexthop
32767 single 1 push 1 20 172.18.1.2

ID means ID of the next hop label forwarding entry.

TYPE means type of the next hop label forwarding entry, either uni-path or multi-path.
Pathnum means the number of paths.

Opcode means label operation type.

Intf means outgoing interface.
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ADJ _ID means adjacent list ID.

Nexthop means next hop IP address.

The following example displays global information about MPLS REF.

Qtech# show mpls ref summary

MPLSREF Summary:

ctrl pid: 4294963185

ctrl sn: O

global enable: false

vpn ttl propagate: true

public ttl propagate: true

# of labels popped before icmp reply: O
fragment enable: true

loadbalance scheme: per flow

ctrl pid means ID of MPLS process.

ctrl sn means serial number of MPLS process.

global enable means whether to enable MPLS forwarding globally.

vpn ttl propagate means whether to enable the TTL propagate function on VPN packets.

public ttl propagate means whether to enable the TTL propagate function globally.

of labels popped before icmp reply means the number of labels popping up before ICMP replies.

loadbalance scheme means load balance scheme.
1.3 Configuration Example

1.3.1 Basic MPLS Function Examples
Figure 7
192.168.100.024 LSRID LSRID LSRID 192.168.200.0/24

192.168.0.1 192.168.0.2 192.168.0.3
192.168.1.2 192.168.2.2

192.168.1.1 192.168.2.1 T
S~

LER-A LSR-B LER-C

m T

As shown in the preceding figure, three MPLS devices are deployed to construct an MPLS network.
The following introduces the setup of an LSP through the LDP and the setup of a static LSP to
display the MPLS configuration procedures.
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1.3.2 Setting Up an LSP Through LDP

The LDP works only with IPv4 routes. Here, OSPF is enabled to set up IPv4 routes. Before the
following configurations, make sure that you have created a loopback interface (Loopback 0) and
assigned an IP address, which also serves as the router ID, to the loopback interface on each

device.

Configurations on LER_A:

Command

Function

Qtech(config)# mpls ip

Enable MPLS globally.

Qtech(config)# mpls router ldp

Enable LDP and enter the LDP mode.

Qtech(config-mpls-router)# ldp router-id

interface loopback 0 force

Configure the LDP router ID. The loopback address is generally
used as the router ID.

Qtech (config-mpls-router)# exit

Quit the LDP mode and enter the global configuration mode.

Qtech(config)# interface gigabitEthernet 2/2

Enter the interface mode of GigabitEthernet 2/2.

Qtech(config-if-GigabitEthernet 2/2)# mpls ip

Enable LDP on the interface.

Qtech(config-if-GigabitEthernet 2/2)#

label-switching

Enable MPLS on the interface.

Qtech(config-if-GigabitEthernet 2/2)# ip ref

Enable MPLS fast forwarding on the interface of a router.

Qtech(config-if-GigabitEthernet 2/2)# exit

Quit the interface mode and enter the global configuration mode.

Qtech (config)# router ospf 10

Enable OSPF and enter the OSPF mode.

Qtech (config-router)# network 192.168.100.0
0.0.0.255 area 0

Qtech (config-router)# network 192.168.0.1
0.0.0.0 area 0

Qtech (config-router)# network 192.168.1.0
0.0.0.255 area 0

Add routing information to OSPF.

Qtech(config-router)# end End
Configurations on LER_B:
Command Function

Qtech (config)# mpls ip

Enable MPLS globally.

Qtech (config)# mpls router Idp

Enable LDP and enter the LDP mode.

Qtech(config-mpls-router)# Idp router-id
interface loopback 0 force

Configure the LDP router ID. The loopback address is generally

used as the router ID.

Qtech (config-mpls-router)# exit

Quit the LDP mode and enter the global configuration mode.

Qtech (config)# interface gigabitEthernet 2/1

Enter the interface mode of GigabitEthernet 2/1.

Qtech(config-if-GigabitEthernet 2/1)# mpls ip

Enable LDP on the interface.

Qtech(config-if-GigabitEthernet 2/1)#
label-switching

Enable MPLS on the interface at the public network side.

Qtech(config-if-GigabitEthernet 2/2)# ip ref

Enable MPLS fast forwarding on the interface of a router.

Qtech(config-if-GigabitEthernet 2/1)# exit

Quit the interface mode and enter the global configuration mode.

Qtech (config)# interface gigabitEthernet 2/2

Enter the interface mode of GigabitEthernet 2/2.

Qtech(config-if-GigabitEthernet 2/2)# mpls ip

Enable LDP on the interface.
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Qtech(config-if-GigabitEthernet 2/2)#

label-switching

Enable MPLS on the interface at the public network side.

Qtech(config-if-GigabitEthernet 2/2)# exit

Quit the interface mode and enter the global configuration mode.

Qtech (config)# router ospf 10

Enable OSPF and enter the OSPF mode.

Qtech (config-router)# network 192.168.1.0
0.0.0.255 area 0

Qtech (config-router)# network 192.168.2 .0
0.0.0.255 area 0

Qtech (config-router)# network 192.168.0.2
0.0.0.0.0 area 0

Add routing information to OSPF.

Qtech (config-router)# end End
Configurations on LER_C:
Command Function

Qtech (config)# mpls ip

Enable MPLS globally.

Qtech (config)# mpls router Idp

Enable LDP and enter the LDP mode.

Qtech(config-mpls-router)# Idp router-id
interface loopback 0 force

Configure the LDP router ID. The loopback address is generally
used as the router ID.

Qtech (config-mpls-router)# exit

Quit the LDP mode and enter the global configuration mode.

Qtech (config)# interface gigabitEthernet 2/1

Enter the interface mode of GigabitEthernet 2/1.

Qtech(config-if-GigabitEthernet 2/1)# mpls ip

Enable LDP on the interface.

Qtech(config-if-GigabitEthernet 2/1)#
label-switching

Enable MPLS on the interface at the public network side.

Qtech(config-if-GigabitEthernet 2/2)# ip ref

Enable MPLS fast forwarding on the interface of a router.

Qtech(config-if-GigabitEthernet 2/1)# exit

Quit the interface mode and enter the global configuration mode.

Qtech (config)# router ospf 10

Enable OSPF and enter the OSPF mode.

Qtech (config-router)# network 192.168.200.0
0.0.0.255 area 0

Qtech (config-router)# network 192.168.0.3
0.0.0.0 area 0

Qtech (config-router)# network 192.168.2.0
0.0.0.255 area 0

Add routing information to OSPF.

Qtech (config-router)# end

End

1.3.3 Configuring a Static LSP

You can configure a static LSP without IPv4 routes.

Consider an example. Set up two LSPs between No.1 interface at the 192.168.100.0/24 network
segment on LER_A and No.2 interface at the 192.168.200.0/24 network segment on LER_C to
connect the two network segments. You need to configure one LSP from LER_A to LER_C and the
other LSP from LER_C to LER_A. This is because the LSP is uni-directional.

M ona router, you must use the ip ref command on the label forwarding interface to enable MPLS fast forwarding to
improve forwarding performance of the router.
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Configurations on LER_A:

Command Function
Qtech (config)# mpls ip Enable MPLS globally.
Qtech (config)# interface gigabitEthernet 2/2 Enter the interface mode of GigabitEthernet 2/2.

Qtech(config-if-GigabitEthernet 2/2)# label-switching Enable MPLS on the interface at the public network side.

Qtech(config-if-GigabitEthernet 2/2)# ip ref Enable MPLS fast forwarding on the interface of a router.

o ) Quit the interface mode and enter the global configuration
Qtech(config-if-GigabitEthernet 2/2)# exit
mode.

Create an FTN that binds 192.168.200.0/24 to label 16,
specify the next hop of the FTN as 192.168.1.2 and the

outgoing interface as GigabitEthernet 2/2.

Qtech (config)# mpls static ftn 192.168.200.0/24
out-label 16 nexthop gigabitEthernet 2/2 192.168.1.2

Qtech(config-router)# end End

Configurations on LER_B:

Command Function
Qtech (config)# mpls ip Enable MPLS globally.
Qtech (config)# interface gigabitEthernet 2/1 Enter the interface mode of GigabitEthernet 2/1.

Qtech(config-if-GigabitEthernet 2/1)# label-switching | Enable MPLS on the interface at the public network side.

Qtech(config-if-GigabitEthernet 2/1)# ip ref Enable MPLS fast forwarding on the interface of a router.

S ) Quit the interface mode and enter the global configuration
Qtech(config-if-GigabitEthernet 2/1)# exit g
mode.

Qtech (config)# interface gigabitEthernet 2/2 Enter the interface mode of GigabitEthernet 2/2.

Qtech(config-if-GigabitEthernet 2/2)# label-switching | Enable MPLS on the interface at the public network side.

Qtech(config-if-GigabitEthernet 2/1)# ip ref Enable MPLS fast forwarding on the interface of a router.

S ) Quit the interface mode and enter the global configuration
Qtech(config-if-GigabitEthernet 2/2)# exit

mode.
Qtech (config)# mpls static ilm in-label 16 Create an ILM that maps the incoming label 16 to the
forward-action swap-label 3 nexthop outgoing label 3 (implicit null label) on GigabitEthernet 2/2.
gigabitEthernet 2/2 192.168.2.2 fec Specify the next hop address as 192.168.2.2 and the FEC as
192.168.200.0/24 192.168.200.0/24.
Qtech (config)# mpls static ilm in-label 17 Create an ILM that maps the incoming label 17 to the
forward-action swap-label 3 nexthop outgoing label 3 (implicit null label) on GigabitEthernet 2/1.
gigabitEthernet 2/1 192.168.1.1 fec Specify the next hop address as 192.168.1.1 and the FEC as
192.168.100.0/24 192.168.100.0/24.
Qtech (config-router)# end End

Since LER_B is the PHP LSR for the FEC 192.168.100.0/24, the incoming label 17 is mapped to the
outgoing label 3 (implicit null label). The outgoing interface is GigabitEthernet 2/1.

Similarly, since LER_B is the PHP LSR for the FEC 192.168.200.0/24, the incoming label 16 is also
mapped to the outgoing label 3 (implicit null label). The outgoing interface is GigabitEthernet 2/2.

Configurations on LER_C:

‘ Command ‘ Function ‘
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Qtech (config)# interface gigabitEthernet 2/1 | Enter the interface mode of GigabitEthernet 2/1.
Qtech(config-if-GigabitEthernet 2/1)#

o Enable MPLS on the interface at the public network side.
label-switching

Qtech(config-if-GigabitEthernet 2/1)# ip ref Enable MPLS fast forwarding on the interface of a router.
Qtech(config-if-GigabitEthernet 2/1)# exit Quit the interface mode and enter the global configuration mode.
Qtech (config)# mpls static ftn Create an FTN that binds 192.168.200.0/24 to label 16, specify the
192.168.100.0/24 out-label 17 nexthop next hop of the FTN as 192.168.1.2 and the outgoing interface as
gigabitEthernet 2/1 192.168.2.1 GigabitEthernet 2/2.

Qtech (config-router)# end End

After the preceding configurations, the packets destined for the 192.168.200.0/24 network
segment on LER_A are sent out by GigabitEthernet 2/2 on LER_A and pushed with label 16. After
arrival at the GigabitEthernet 2/1 interface on LER_B, the packets with label 16 are then
transformed to IP packets and sent out by GigabitEthernet 2/2 on LER_B. After the IP packets
destined for the 192.168.200.0/24 network segment arrives at LER_C, LER_C selects routes based
on the destination IP addresses and sends out the packets from GigabitEthernet 2/1.

1.3.4 LDP Inter-Area LSP Configuration Example

The configuration examples are taken on OSPF and ISIS networks.

1.3.4.1 LDP Inter-Area LSP Configuration Example on the OSPF Network
Networking Requirements

The MPLS VPN public network is divided into multiple OSPF areas. Route aggregation
advertisement is configured on the ABRs. To build an LSP across multiple OSPF areas between PE1
and PE2, enable LDP inter-area LSP.

Topology

Figure 8 Networking diagram for configuring an LDP inter-area LSP
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Notes

The configuration points are as follows:

% Specify IP addresses for the interfaces, configure OSPF, and enable LDP on the interfaces.

% Configure VPN instances and MP-IBGP neighbors on the PE and configure VPN routing
information delivery.

% Configure aggregation route advertisement on the ABRs.
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% Enable LDP inter-area LSP on each node.
Configuration Steps

Specify IP addresses for the interfaces, configure OSPF, and enable LDP on each node.

# Configure PE1:

## Configure the loopback interface.

Qtech (config)# interface Loopback 0
Qtech (config if Loopback 0)# ip address 8.8.8.8 255.255.255.255
Qtech (config if Loopback 0)# exit

## Enable MPLS and LDP globally.

Qtech (config)# mpls ip
Qtech (config)# mpls router ldp
Qtech (config mpls router)# ldp rouer id interface Loopback 0 force

Qtech (config mpls router)# exit

## Specify an IP address for the interface and enable MPLS and LDP on the interface.

Qtech (config)# interface gigabitEthernet 1/2

N

Note # On a switch, set the interface to port RoutedPort. This command is unnecessary for a router.

Qtech (config if GigabitEthernet 1/2)# no switchport

# On a router, enable fast forwarding on the interface.

Qtech (config if GigabitEthernet 1/2)# ip ref

Qtech (config if GigabitEthernet 1/2)# ip address 1.1.1.2 255.255.255.0
Qtech (config if GigabitEthernet 1/2)# mpls ip

Qtech (config if GigabitEthernet 1/2)# label switching

Qtech (config if GigabitEthernet 1/2)# exit

## Configure IGP (OSPF).

Qtech (config) # router ospf 1
Qtech (config router)# network 1.1.1.0 0.0.0.255 area 1
Qtech (config router)# network 8.8.8.8 0.0.0.0 area 1

Qtech (config router)# exit

# Configure ABR1:

## Configure the loopback interface.

Qtech (config)# interface Loopback 0
Qtech (config if Loopback 0)# ip address 10.10.10.10 255.255.255.255
Qtech (config if Loopback 0)# exit
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## Enable MPLS and LDP globally.

Qtech (config) # mpls ip

Qtech (config) # mpls router ldp

Qtech (config mpls router)# ldp rouer id interface Loopback 0 force

QOtech (config mpls router)# exit

## Specify an IP address for the interface and enable MPLS and LDP on the interface.

Qtech (config) # interface gigabitEthernet 1/1

AN

Note # On a switch, set the interface to port RoutedPort. This command is unnecessary for a router.

Qtech (config if GigabitEthernet 1/1)# no switchport

AN

Note # On a router, enable fast forwarding on the interface. This command is unnecessary for a switch.

Qtech (config
Qtech (config
Qtech (config
Qtech (config
Qtech (config

if GigabitEthernet
if GigabitEthernet
if GigabitEthernet
if GigabitEthernet
if GigabitEthernet

1/1)#
1/1)#
1/1)#
1/1) #
1/1) #

ip ref

ip address 1.1.1.1 255.255.255.0
mpls ip

label switching

exit

Qtech (config) # interface gigabitEthernet 1/2

AN

Note # On a switch, set the interface to port RoutedPort. This command is unnecessary for a router.

Qtech (config if GigabitEthernet 1/2)# no switchport

AN

Note # On a router, enable fast forwarding on the interface. This command is unnecessary for a switch.

Qtech (config
Qtech (config
Qtech (config
Qtech (config

if GigabitEthernet
if GigabitEthernet
if GigabitEthernet
if GigabitEthernet

1/2) 4
1/2) 4
1/2)#
1/2)#

ip ref

ip address 1.1.2.2 255.255.255.0
mpls ip

label switching
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Qtech (config if GigabitEthernet 1/2)# exit
## Configure IGP (OSPF).

Qtech (config) # router ospf 1

Qtech (config router)# network 1.1.1.0 0.0.0.255 area O
Qtech (config router)# network 1.1.2.0 0.0.0.255 area 1
Qtech (config router)# network 10.10.10.10 0.0.0.0 area 1

Qtech (config router)# exit

# Configure P1:

## Configure the loopback interface.

Qtech (config)# interface Loopback 0
Qtech (config if Loopback 0)# ip address 20.20.20.20 255.255.255.255
Qtech (config if Loopback 0)# exit

## Enable MPLS and LDP globally.

Qtech (config) # mpls ip
QOtech (config)# mpls router 1ldp
Qtech (config mpls router)# ldp rouer id interface Loopback 0 force

Qtech (config mpls router)# exit

## Specify an IP address for the interface and enable MPLS and LDP on the interface.

Qtech (config)# interface gigabitEthernet 1/1

N

Note # On a switch, set the interface to port RoutedPort. This command is unnecessary for a router.

Qtech (config if GigabitEthernet 1/1)# no switchport

N

Note # On a router, enable fast forwarding on the interface. This command is unnecessary for a switch.

Qtech (config if GigabitEthernet 1/1)# ip ref

Qtech (config if GigabitEthernet 1/1)# ip address 1.1.2.1 255.255.255.0
Qtech (config if GigabitEthernet 1/1)# mpls ip

Qtech (config if GigabitEthernet 1/1)# label switching

Qtech (config if GigabitEthernet 1/1)# exit

Qtech (config) # interface gigabitEthernet 1/2
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N

Note # On a switch, set the interface to port RoutedPort. This command is unnecessary for a router.

Qtech (config-if-GigabitEthernet 1/2)# no switchport

N

Note # On a router, enable fast forwarding on the interface. This command is unnecessary for a switch.

Qtech (config-if-GigabitEthernet
Qtech (config-if-GigabitEthernet
Qtech (config-if-GigabitEthernat
Qtech (config-if-GigabitEthernet
Qtech (config-if-GigabitEthernet
## Configure IGP (OSPF).

Qtech (config)# router ospf 1

1/2) 4
1/2)#
1/2)#
1/2) 4
1/2)¢

ip ref

ip address 1.1.3.2 255.255.255.0
mpls ip

label-switching

exit

Qtech(config-router)# network 1.1.2.0 0.0.0.255 area 0

Qtech (config-router)# network 1.1.3.0 0.0.0.255 area 0

Qtech (config-router)# network 20.20.20.20 0.0.0.0 area 0

Qtech (config-router)# exit

# The configuration on ABR2 is the same as that on ABR1 and the configuration on PE2 nodes is
the same as that on PE1 nodes. (Details not shown)

Configure VPN instances and MP-IBGP neighbors on the PE and configure VPN routing information delivery.
## Configure VRF on PEL. The configuration on PE2 is similar and is not shown.

Qtech (config)# ip vrf wvpnl
Rtech (config-vrf)# rd 65001:20

Qtech (config-vrf) # route-target both 65001:20

Qtech (config-wvrf) # exit

Qtech (config)# interface gigabitEthernet 1/1

N

MNote # On a switch, set the interface to port RoutedPort. This command is unnecessary for a router.

Qtech (config-if-GigabitEthernet 1/1)# no switchport
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N

Note # On a router, enable fast forwarding on the interface. This command is unnecessary for a switch.

Qtech(config-if-GigabitEthernet 1/1)# ip ref

Qtech(config-if-GigabitEthernet 1/1)# ip vrf forwarding wvpnl
Qtech(config-if-GigabitEthernet 1/1}# ip address 2.1.1.1 255.255.255.0

## Configure MP-IBGP neighbors and configure VPN routing information delivery on PEL1. The
configuration on PE2 is similar.

Qtech (config)# router bgp 65001

Qtech (config-router)# neighbor 9.9.9.9 remote-as 65001

Qtech (config-router)# neighbor 9.%.9%.9% update-source Loopback 0
Qtech (config-router)# address—family wvpnvéd

Qtech (config-router-af)# neighbor 9.9.9.9 activate

Qtech (config-router-af)# neighbor 9.9.9.9 send-community both
Qtech (config-router—-af) # exit

Qtech (config-router)# address—family ipv4 wrf wvpnl

Qtech (config-router—-af)# redistribute connected

Qtech (config-router-af)# exit

Qtech (config-router)# exit

Configure aggregation route advertisement on ABR1 and ABR2.

# Configure ABR1:

Qtech# configure terminal

Enter configuration commands, one per line. End with CHTL/E.
Qtech (config)# router ospf 1

Qtech (config-router)# area 1 range B.0.0.0 255.0.0.0

Qtech (config-router)# exit

# The configuration of ABR1 is the same as that of ABR2. (Details not shown)

Enable LDP inter-area LSP on each node on PE1. Configuration on other nodes is similar.

# Enable LDP inter-area LSP on PEL.

Qtech# configure terminal

Enter configuration commands, one per line. End with CNTL/E.
Qtech (config)# mpls router ldp

Qtech (config-router)# inter-area-lsp

Qtech (config-router)# exit

Verification

Check whether LDP inter-area LSP is enabled on the PE1 and PE2:
# Check whether LDP inter-area L5P is enabled.

Qtech# show mpls ldp parameters
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Default VREF:
Protocol version: 1
Ldp Router ID: 8.8.8.8
Control Mode: INDEPENDENT
Propagate Release: FALSE
Label Merge: TRUE
Label Retention Mode:
Loop Detection Mode: off
Inter Area Lsp: TRUE

Session Protection: FALSE

Targeted Session Keepalive HoldTime/Interval:

Targeted Hello HoldTime/Interval:

LIBERAL

90/10 sec

L

180/60 sec

Check whether LDP inter-area LSP is enabled and display the added LDP entry of the maximum

matching route.

# Display the added LDP entry of the maximum matching route.

Qtech# show mpls ldp bindings
Default VRF':

lib entry: 10.10.10.10/32
local binding: to lsr:
local binding: to lsr:
remote binding: from lsr:
remote binding: from lsr:

lib entry: 9.9.9.9/32, (IA)
local binding: to lsr:
local binding: to lsr:
remote binding: from lsr:
remote binding: from lsr:

10.10.10.10:0,

30.30.30.30:0,
10.10.10.10:0,
30.30.30.30:0,

10.10.10.10:0,

30.30.30.30:0,
10.20.10.10:0,
30.30.30.30:0,

label:

label:
label:
label:

label:

label:
label:
label:

1027

1027

imp null
1030 (not in FIB)
1028
1028
1027 (not in FIB)

1031

1.3.4.2 LDP Inter-Area LSP Configuration Example on the ISIS Network

Networking Requirements

The MPLS VPN public network is divided into multiple ISIS areas. Route aggregation advertisement
is configured on the ABRs. To build an LSP across multiple ISIS areas between PE1 and PE2, enable

LDP inter-area LSP.

Topology
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Notes

The configuration points are as follows:

*

i
.*l.

Specify IP addresses for the interfaces and configure ISIS on each node.

Configure VPN instances and MP-IBGP neighbors on the PE and configure VPN routing

(490001 )

information delivery.

Configure aggregation route advertisement on the ABRs.

Enable LDP inter-area LSP on each node.

Configuration Steps

Configure 1515 on each node,
# Configure P1:

## Configure ISIS.

Qtech (config)# router isis

Qtech (config-router) #
Qtech (config-router) #

Qtech (config-router)# exit

## Configure the loopback interface and enable 1515 on the interface.

Qtech (config)# interface Loopback 0

Qtech (config-if-Loopback 0)# ip address 20.20.20.20 255.255.255.255
Qtech (config-if-Loopback 0)# ip router isis

Qtech (config-if-Loopback 0)# exit

## Enable MPLS and LDP globally.

Qtech (config)# mpls ip

Qtech (config) # mpls router ldp
Qtech (config-mpls-router)# ldp rouer-id interface Loopback 0 force

Qtech (config-mpls-router) # exit

QTECH
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specify an IP address for each interface, and enable 1515 on each interface.

net 50.0001.0000.0000.0001.00
is—type level-Z-only
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## Specify an IP address for the interface and enable MPLS, LDP, and ISIS on the interface.

Qtech (config) # interface gigabitEthernet 1/1

N

Note

# On a switch, set the interface to port RoutedPort. This command is unnecessary for a router.

Qtech (config if GigabitEthernet 1/1)# no switchport

AN

Note

# On a router, enable fast forwarding on the interface. This command is unnecessary for a switch.

Qtech (config
Qtech (config
Qtech (config
Qtech (config
Qtech (config
Qtech (config

if GigabitEthernet
if GigabitEthernet
if GigabitEthernet
if GigabitEthernet
if GigabitEthernet
if GigabitEthernet

1/1)#
1/1)#
1/1)#
1/1)#
1/1)#
1/1)#

ip ref

ip address 1.1.2.1 255.255.255.0
mpls ip

label switching

ip router isis

exit

Qtech (config)# interface gigabitEthernet 1/2

Qtech (config
Qtech (config
Qtech (config
Qtech (config
Qtech (config
Qtech (config

if GigabitEthernet

if GigabitEthernet
if GigabitEthernet
if GigabitEthernet
if GigabitEthernet

if GigabitEthernet

# Configure ABR1:

## Configure ISIS.

Qtech (config) # router

Qtech (config
Qtech (config
Qtech (config

isis
router) #
router) #

router)# exit

1/2) #
1/2) #
1/2) #
1/2)#
1/2) #
1/2) #

no switchport

ip address 1.1.3.2 255.255.255.0
mpls ip

label switching

ip router isis

exit

net 49.0001.0000.0000.0002.00
is type level 1 2

## Configure the loopback interface and enable ISIS on the interface.

Qtech (config) # interface

Qtech (config
Qtech (config
Qtech (config

if Loopback
if Loopback
if Loopback

## Enable MPLS and LDP globally.

Loopback 0
0)# ip address 10.10.10.10 255.255.255.255

0)# ip router isis

0)# exit
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Qtech (config)# mpls ip

Qtech (config)# mpls router ldp

Qtech (config mpls router)# ldp rouer id interface Loopback 0 force

Qtech (config mpls router)# exit

## Specify an IP address for the interface and enable MPLS, LDP, and ISIS on the interface.

Qtech (config) # interface gigabitEthernet 1/1

AN

Note #0n a switch, set the interface to port RoutedPort. This command is unnecessary for a router.

Qtech (config if GigabitEthernet 1/1)# no switchport

AN

Note # On a router, enable fast forwarding on the interface. This command is unnecessary for a switch.

Qtech (config
Qtech (config
Qtech (config
Qtech (config
Qtech (config
Qtech (config

if GigabitEthernet
if GigabitEthernet
if GigabitEthernet
if GigabitEthernet
if GigabitEthernet
if GigabitEthernet

1/1)#
1/1)#
1/1)#
1/1)#
1/1)#
1/1)4#

ip ref

ip address 1.1.1.1 255.255.255.0
mpls ip

label switching

ip router isis

exit

Qtech (config)# interface gigabitEthernet 1/2

AN

Note # On a switch, set the interface to port RoutedPort. This command is unnecessary for a router.

Qtech (config if GigabitEthernet 1/2)# no switchport

AN

Note # On a router, enable fast forwarding on the interface. This command is unnecessary for a switch.

Qtech (config if GigabitEthernet 1/2)# ip ref

Qtech (config if GigabitEthernet 1/2)# ip address 1.1.2.2 255.255.255.0

Qtech (config if GigabitEthernet 1/2)# mpls ip
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Qtech (config if GigabitEthernet 1/2)# label switching
Qtech (config if GigabitEthernet 1/2)# ip router isis
Qtech (config if GigabitEthernet 1/2)# exit

# Configure PE1:

## Configure ISIS.

Qtech (config)# router isis
Qtech (config router)# net 49.0001.0000.0000.0003.00
Qtech (config router)# is type level 1

Qtech (config router)# exit

## Configure the loopback interface and enable ISIS on the interface.

Qtech (config)# interface Loopback 0

Qtech (config if Loopback 0)# ip address 8.8.8.8 255.255.255.255
Qtech (config if Loopback 0)# ip router isis

Qtech (config if Loopback 0)# exit

## Enable MPLS and LDP globally.

Qtech (config) # mpls ip
QOtech (config)# mpls router 1ldp
Qtech (config mpls router)# ldp rouer id interface Loopback 0 force

Qtech (config mpls router)# exit

## Specify an IP address for the interface and enable MPLS, LDP, and ISIS on the interface.

Qtech (config)# interface gigabitEthernet 1/2

N

Note # On a switch, set the interface to port RoutedPort. This command is unnecessary for a router.

Qtech (config if GigabitEthernet 1/2)# no switchport

N

Note # On a router, enable fast forwarding on the interface. This command is unnecessary for a switch.

Qtech (config if GigabitEthernet 1/2)# ip ref

Qtech (config if GigabitEthernet 1/2)# ip address 1.1.1.2 255.255.255.0
Qtech (config if GigabitEthernet 1/2)# mpls ip

Qtech (config if GigabitEthernet 1/2)# label switching

Qtech (config if GigabitEthernet 1/2)# ip router isis

Qtech (config if GigabitEthernet 1/2)# exit
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# The configuration on ABR2 is the same as that on ABR1 and the configuration on PE2 nodes is
the same as that on PE1 nodes. (Details not shown)

Configure VPN instances and MP-IBGP neighbors on the PE and configure VPN routing information delivery.

## Configure VRF on PEL. The configuration on PE2 is similar and is not shown.

Qtech (config)# ip vrf vpnl

Qtech (config vrf)# rd 65001:20

Qtech (config vrf)# route target both 65001:20
Qtech (config vrf)# exit

Qtech (config) # interface gigabitEthernet 1/1

N

Note # On a switch, set the interface to port RoutedPort. This command is unnecessary for a router.

Qtech (config if GigabitEthernet 1/1)# no switchport

N

Note # On a router, enable fast forwarding on the interface. This command is unnecessary for a switch.

Qtech (config if GigabitEthernet 1/1)# ip ref

Qtech (config if GigabitEthernet 1/1)# ip vrf forwarding vpnl

Qtech (config if GigabitEthernet 1/1)# ip address 2.1.1.1 255.255.255.0

## Configure MP-IBGP neighbors and configure VPN routes instances on PE1. The configuration on
PE2 is similar.

Qtech (config)# router bgp 65001

Qtech (config router)# neighbor 9.9.9.9 remote as 65001

Qtech (config router)# neighbor 9.9.9.9 update source Loopback 0
Qtech (config router)# address family vpnv4

Qtech (config router af)# neighbor 9.9.9.9 activate

Qtech (config router af)# neighbor 9.9.9.9 send community both
Qtech (config router af)# exit

Qtech (config router)# address family ipv4 vrf vpnl

Qtech (config router af)# redistribute connected

Qtech (config router af)# exit

Qtech (config router)# exit

Configure aggregation route advertisement on ABR1 and ABR2.

# Configure ABR1:

Qtech# configure terminal
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Enter configuration commands, one per line. End with CNTL/Z.

Qtech (config)# router isis
Qtech (config router)# summary address 8.0.0.0 255.0.0.0

Qtech (config router)# exit

# The configuration of ABR1 is the same as that of ABR2. (Details not shown)

Enable LDP intra-area LSP on each node on PE1. Configuration on other nodes is similar.
# Enable LDP intra-area LSP on PE1.

Qtech# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Qtech (config)# mpls router ldp

Qtech (config router)# inter area lsp

Qtech (config router)# exit
Verification

Check whether LDP inter-area LSP is enabled on PE1 and PE2:

# Check whether LDP inter-area LSP is enabled.

Otech# show mpls ldp parameters
Default VRF:
Protocol version: 1
Ldp Router ID: 8.8.8.8
Control Mode: INDEPENDENT
Propagate Release: FALSE
Label Merge: TRUE
Label Retention Mode: LIBERAL
Loop Detection Mode: off
Inter Area Lsp: TRUE
Session Protection: FALSE
Targeted Session Keepalive HoldTime/Interval: 180/60 sec
Targeted Hello HoldTime/Interval: 90/10 sec
Check whether LDP inter-area LSP is enabled and display the added LDP entry of the maximum
matching route.

# Display the added LDP entry of the maximum matching route.

Qtech# show mpls ldp bindings
Default VREF:
lib entry: 10.10.10.10/32
local binding: to lsr: 10.10.10.10:0, label: 1027
local binding: to lsr: 30.30.30.30:0, label: 1027
remote binding: from lsr: 10.10.10.10:0, label: imp null
remote binding: from lsr: 30.30.30.30:0, label: 1030 (not in FIB)
lib entry: 9.9.9.9/32, (IA)
local binding: to lsr: 10.10.10.10:0, label: 1028
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local binding: to lsr: 30.30.30.30:0, label: 1028
remote binding: from lsr: 10.20.10.10:0, label: 1027 (not in FIB)
remote binding: from lsr: 30.30.30.30:0, label: 1031

1.3.5 LDP Session Protection Configuration Example
Networking Requirements

To protect LDP sessions between directly-connected LSRs, enable LDP session protection on both
LSRs.

Topology

Figure 1-10 Networking diagram for configuring LDP session protection
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Notes
The configuration points are as follows:

+» Specify IP addresses for the interfaces, configure OSPF, and enable LDP on each node.

K/

% Enable LDP session protection on nodes as needed.
Configuration Steps

Specify IP addresses for the interfaces, configure OSPF, and enable LDP on the interfaces.

# Configure R1. The configuration on R2 and R3 is similar.

## Configure the loopback interface.

Qtech (config) # interface Loopback 0

Qtech (config if Loopback 0)# ip address 10.10.10.10 255.255.255.255
Qtech (config if Loopback 0)# exit

## Enable MPLS and LDP globally.

Qtech (config)# mpls ip
Qtech (config)# mpls router 1ldp

Qtech (config mpls router)# ldp rouer id interface Loopback 0 force
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Qtech (config mpls router)# exit

## Specify an IP address for the interface and enable MPLS and LDP on the interface.

Qtech (config) # interface gigabitEthernet 1/1

AN

Note # On a switch, set the interface to port RoutedPort. This command is unnecessary for a router.

Qtech (config if GigabitEthernet 1/1)# no switchport

AN

Note # On a router, enable fast forwarding on the interface. This command is unnecessary for a switch.

Qtech (config if GigabitEthernet 1/1)# ip ref

Qtech (config if GigabitEthernet 1/1)# ip address 1.1.10.1 255.255.255.0
Qtech (config if GigabitEthernet 1/1)# mpls ip

Qtech (config if GigabitEthernet 1/1)# label switching

Qtech (config if GigabitEthernet 1/1)# exit

Qtech (config)# interface gigabitEthernet 1/2

AN

Note # On a switch, set the interface to port RoutedPort. This command is unnecessary for a router.

Qtech (config if GigabitEthernet 1/2)# no switchport

AN

Note # On a router, enable fast forwarding on the interface. This command is unnecessary for a switch.

Qtech (config if GigabitEthernet 1/2)# ip ref

Qtech (config if GigabitEthernet 1/2)# ip address 1.1.11.1 255.255.255.0
Qtech (config if GigabitEthernet 1/2)# mpls ip

Qtech (config if GigabitEthernet 1/2)# label switching

Qtech (config if GigabitEthernet 1/2)# exit

## Configure IGP (OSPF).
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Qtech (config)# router ospf 1

Qtech (config router)# network 1.1.10.0 0.0.0.255 area O

Qtech (config router)# network 1.1.11.0 0.0.0.255 area O

Qtech (config router)# network 10.10.10.10 0.0.0.0 area 0

Qtech (config router)# exit
3) Enable LDP session protection on R1 and R2.
# Configure R1. The configuration on R2 is similar.

Qtech# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.

Qtech (config) # mpls router ldp

Qtech (config router)# session protection

Qtech (config router)# session protection duration 300

Qtech (config router)# exit

Verification

Check whether LDP session protection is enabled on R1 and R2:

# Check whether LDP session protection is enabled:

Qtech# show mpls ldp parameters
Default VRF':
Protocol version: 1

Ldp Router ID: 8.8.8.8
Control Mode: INDEPENDENT
Propagate Release: FALSE
Label Merge: TRUE
Label Retention Mode: LIBERAL
Loop Detection Mode: off
Inter Area Lsp: TRUE
Session Protection: TRUE
Targeted Session Keepalive HoldTime/Interval:

Targeted Hello HoldTime/Interval: 90/10 sec

Check whether LDP session protection is valid:

# Check whether LDP session protection is valid:

Qtech# show mpls ldp neighbor detail
Default VREF:

Peer LDP Ident: 20.20.20.20:0; Local LDP Ident:
TCP connection: 20.20.20.20.1030 10.10.10.10.646

180/60 sec

10.10.10.10:0

State: OPERATIONAL; Msgs sent/recv: 6/7; UNSOLICITED

Up time: 00:00:15
Graceful Restart disabled
LDP discovery sources:

Targeted Hello 10.10.10.10 > 20.20.20.20,

active,
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Hold time: 45 sec, hello interval: 5 sec

Addresses bound to peer LDP Ident:

1.1.10.2 1.1.20.2 20.20.20.20

Our is PASSIVE

KA hold time: 45 sec; Proposed local/peer: 45/45 sec
Peer distribute label mode: UNSOLICITED

Peer loop detection: Disabled

Peer Path Vector Limit: 0; Max PDU Length: 4096

LDP Session Protection enabled, state: Protecting
duration: 300 seconds

holdup time remaining: 60 seconds
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2. CONFIGURING L2VPN

2.1 Overview

Similar to an MPLS/VPN BGP L3VPN, an L2VPN also uses the existing public network to extend the
private network of a user. For an MPLS L2VPN, Layer 2 user data ( such as ATM cells, FR frames,
and Ethernet frames ) are transparently transmitted on an MPLS network. As far as the user is
concerned, the MPLS network is a Layer 2 switching network. The different sites set up Layer 2
connections on the MPLS network.

Compared with L3VPN, the advantages of L2VPN are as follows:

o,

% Supports various link layer protocols. On an MPLS network, you can provide Layer 2 VPN
services based on different medium, including ATM, FR, VLAN, Ethernet, PPP, and HDLC.
L2VPN also supports multiple network layer protocols, including IP, IPv6, IPX, and SNA.

X/

+* A PE does not store the information about user VPNs, reducing the overhead on the PE. This
largely lessens the burden of PEs and the entire SP network and allows the carriers to support
more VPNs and access more users.

*» Allows a user to control the advertising of VPN routes and frees the PE from managing VPN
routes. The reliability and confidentiality of user routes are guaranteed.

At present, the service models of an MPLS L2VPN take up the following two forms:

«* Virtual Private Wire Service ( VPWS )

You can set up a Pseudo Wire ( PW ), also called Virtual Circuit (VC), on an IP/MPLS network to
simulate Layer 2 point-to-point services, including Ethernet, PPP, HDLC, AALS frames, ATM cells,
FR, and SONET / SDH. For a user, the VPWS resembles a physical line provided for the user on the
carrier's network.

«* Virtual Private LAN Service ( VPLS)

Simulate LAN services on an IP/MPLS network to implement Ethernet connections on the WAN.
For a user, the user Layer 2 devices are connected to each other across the IP/MPLS core network
and the core network is like a virtual switch.

Frame Format of an MPLS L2VPN Packet

As shown in the following figure, an MPLS L2VPN packet is generally encapsulated in two layers of
labels. The outer layer is a public label that is responsible for forwarding the packet on the public
network. The inner layer is the VC label that is used to identify a VC instance on a PE.
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Figure 1-1
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2.1.1 Basic Concepts

The following figure shows the components of an L2VPN.

Figure 1-2
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2.1.11 CE

A CE is a user device directly connected to the service provider.

2.1.1.2 PE

A PE is an edge device on the SP network connected to CEs. It is responsible for the access of VPN services. The PE
forwards packets from a private network to a public tunnel and from the public tunnel to the private network.

In a hierarchical VPLS network, PEs are classified into User Facing Provider Edge devices | U-PEs ) and Network Facing
Provider Edge devices ( N-PEs ).

% U-PE

A U-PE is a PE next to the user side as the hierarchical VPLS network. It is an aggregation device for
users to access a VPN.

% N-PE

An N-PE is a core PE device in the hierarchical VPLS network. It is located at the edge of core VPLS
domains to provide transparent transmission of VPLS services between core networks.

2.1.1.3 Attachment Circuits

In an L2VPN of any type [ VPWS/VPLS ), CEs should be connected to PEs through actual physical
lines or virtual lines. These physical or virtual lines are referred to as the ACs. For example, an AC
can be an Ethernet cable, a VLAN, or an MPLS LSP. All user packets on the AC are generally
forwarded to the peer CE without any changes.
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2.1.1.4 PW (Pseudo Wire)

A PW is responsible for setting up and maintain the signaling protocol between PEs. The AC
transmits frames from a CE to a PE and the PW sends the user frames from one PE to another PE.

In a hierarchical VPLS network, PWs are classified into Hub PWs and Spoke PWs.
% Hub PW

A Hub PW indicates a PW set up between N-PEs.

% Spoke PW

A Spoke PW indicates a PW set up between a U-PE and N-PE, or a PW with which a user accesses
the PE on a basic VPLS network.

2.1.1.5 Forwarder

On an L2VPN, every frame received by a PE from the AC should be forwarded to the corresponding
PW. Similarly, the frames received by the PE from the AC are sent to the corresponding AC. This
process in forwarding decision-making is called the forwarder.

In VPWS, the forwarder performs the one-to-one mapping for ACs and PWs.

In VPLS, the forwarder is also called the Virtual Switch Instance ( VSI ) or Virtual Forwarding
Instance ( VFI ), which is the VPLS forwarding table. Through VFI, you can map the ACs of actual
VPLS users to PWs.

2.1.1.6 Tunnel

The traffic of PWs between PEs is transmitted over the tunnel. One tunnel can carry multiple PWs.
The tunnels mentioned in this chapter always refer to MPLS LSPs.

2.1.1.7 Encapsulation

The L2VPN payload is transmitted over PWs. The PWE3 defines the encapsulation formats and
technologies of various packets transmitted over PWs. The PW supports two encapsulation modes:
raw and tag. In the raw mode, the service distinguishers are removed from the PDUs transmitted
on PWs. In the tag mode, the service distinguishers are included in the PDUs transmitted on PWs.
For Ethernet emulated services, the service distinguisher is generally a VLAN tag.

2.1.1.8 PW Signaling

The PW signaling protocol is responsible for creating and maintaining PWs. The PW signaling
includes LDP and BGP.

X/

** When using LDP sessions to set up PWs

When using LDP sessions to set up PWs, you should set up two types of LDP sessions: LDP sessions
set up through the basic discovery mechanism and the extended discovery mechanism. The
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former is used to set up public LSPs and the latter to transmit the label mapping messages of PWs.
The setup and disconnection of a PW are as follows:

+» Exchange Hello packets between PEs through the target LDP session ( through the extended
LDP discovery mechanism ) and set up the LDP session.

¢ When the status of the AC at one PE end is Up, the PE assigns a label to the corresponding
PW.

+» The PE encodes the label value and the PW ID to the FEC TLV and sends a label mapping
message to the peer PE through the target LDP session.

< Upon receipt of the label mapping message, the peer PE decodes the PW ID and label value
and checks whether the interface parameters ( such as MTU ) and PW types are consistent.

< The PW is set up after both ends exchange their label values and verify the validity of PW IDs
and interface parameters.

% To disconnect a PW, send a label withdrawal message to the peer and then disconnect the
PW.

N

Note Note the following conditions when you set up a PW through LDP; otherwise, the PW cannot be set up:

1) The MTUs and PW types on the devices at both ends of the PW must be consistent.
2) The PW IDs on the devices at both ends of the PW must be consistent.

o,

* Using BGP signaling to set up PWs

Unlike using LDP signaling, this method does not need to configure the connection between CEs in
a static manner. Instead, the entire carrier network is divided into different VPNs and CEs are
numbered globally in VPN sites. Similar with BGP/MPLS L3 VPN, BGP signaling uses VPN Target to
identify CE sites that belong to the same VPN. The process of discovering VPN sites by VPN Target
is called the automatic discovery. If BGP is used as the signaling protocol, there will be two stages.
The first stage is automatic discovery and the second stage is to set up bidirectional PWs between
PEs according to the result of the automatic discovery.

The method of establishing PWs by using the BGP signaling protocol has brought in a concept of
the label blocks. It uses the label block to allocate labels for multiple links at a time. Users can
specify the site range for a local CE, indicating the number of remote CEs that can be connected
with the CE. The system allocates one label block to the CE at a time. The label block's size is equal
to the site range. In this way, users can allocate extra labels for VPN. In a short term, this may
cause waste of the label resource, but can reduce configuration tasks when VPN is expanded.

Given the BGP protocol's characteristics, such as the route reflector's characteristics, the method
of setting up PWs can reduce the full inter-connection of BGP sessions, thus facilitating the
expansion of capacity.
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2.1.2 Basic Forwarding Process

An L2VPN adopts the two-layer label stack to transmit services on the backbone network. The
outer label is used to forward packets on the backbone network and the inner VC label is used to
identify a VC instance on PEs. Based on the inner VC label, a PE determines the CE to which the
packets should be sent. The following figure shows the forwarding process:
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Figure 1-3
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When PE1 receives a Layer 2 packet from CE2, PE1 searches the PW forwarding entry based on the
PW associated with the AS and learns that the next hop is PE2 and the PW label is L1. PE1 then
searches the public LSP based on the next hop ( PE2 ) and obtains the outer label L2. As a result,
PE1 encapsulates an MPLS header and pushes the inner label L1 and outer label L2 to the Layer
packet and sends it to P. P forwards the MPLS packet based on the label and the PHP P pops out
the outer label and sends the packet to PE2. Upon receipt of the packet, PE2 searches the PW ID
entry based on the inner label L1, learns the outgoing interface ( that is, the egress AC ), pops out
the inner label, and directly sends the Layer 2 packet to the destination CE4.

M Atter enabling the port protection mode on the member ports of the AC in L2VPN, the port protection mode does not
take effect for the non-Trunk member ports.

@ The DHCP packets cannot be transmitted transparently after the ip dhep snooping command is enabled.
I The Qos policy for the DSCP matching does not take effect for the MPLS packets.

2.2 Configuring VPWS

Introduction to VPWS

As an end-to-end bearer technology of Layer 2 services, VPWS is a P2P L2ZVPN. On two PEs in a PSN,
VPWS uses the LDP as the signaling to simulate various Layer 2 services of a CE through the MPLS
LSP, including ATM, FR, VLAN, Ethernet and PPP. Moreover, the MPLS network can provide
traditional IP, MPLS L3VPN and other services. Simply speaking, MPLS L2VPN is to transmit users’
layer-2 data transparently on the MPLS network.

L

% Signaling protocol of VPWS
VPW Ss can be divided into Martini and Kompella VPWSs by signaling protocols. Martnini VPWSs adopt the LDP protocaol
as the signaling protocol, while Kompella VPWSs adopt the BGP protocol as the signaling protocol.

o

2  Intercommunication of heterogeneous mediums of VPWS
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When CEs on two ends of the same L2VPN feature different link types, L2VPN's feature of
heterogeneous medium intercommunication will be needed. According to the suggestion of
draft-kompella-ppvpn-I2vpn, to establish the L2VPN connection, the encapsulation type of the
L2VPN interface of PEs is ip-interworking. Users' layer-3 data ( IP packets ) is transmitted on the
MPLS network transparently.

2.2.1 Configuring Martini VPWS

IZI It is recommended to set PW as the ethernetvlan mode if VPLS service is provided on switches through Trunk
access or on routers through sub-interface access.

For QSW-6510 products, DHCP packets cannot be transmitted transparently after the ip dhcp snooping command
is enabled.
For QSW-6510 series products, VPLS can be bound to only one port.

For QSW-6510 series products, VPLS instances are only supported by SVI interfaces and a VPLS instance can be
bound to only one SVI interface.

N RN N

For QSW-6510 series products, one VPLS instance can be configured with mixed access modes. For example, PEs
in one VPLS instance is configured with both Access and Trunk access modes. In such case, it is recommended to

set the VPLS PW encapsulation mode on the PEs to the ethernetvlan mode.

2.2.1.1 Configuring a Public Tunnel

You must set up an LSP on the public network to carry VC services. To run MPLS on the backbone
network, you must enable LDP on P and PEs at the same time to set up a public tunnel. This means
that you have to configure LDP on the routers and enable MPLS on each interface. The
configuration procedure is as follows:

Command Function

Qtech# configure terminal Enter the global configuration mode.

Enable MPLS globally.

VN

Caution

Qtech ( config }# mpls ip
This command is inapplicable for switch chip

forwarding.

Qtech ( config )# mpls router Idp

Enable LDP and enter the MPLS routing configuration mode.

Qtech ( config-mpls-router )# ldp router-id

interface loopback id [ force ]

Configure the LDP router ID. The IP address of the loopback
interface is generally used as the router ID.

Qtech ( config-mpls-router )# exit

Quit the MPLS routing configuration mode.

Qtech ( config )# interface type ID

Enter the public interface configuration mode.

Qtech ( config-if-type ID )# ip address ip-address

mask

Assign an IP address to the interface.

Qtech ( config-if-type ID )# label-switching

Enable MPLS forwarding on the interface at the public network

side.

Qtech ( config-if-type ID )# mpls ip

M Enable LDP on the interface.
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— ) For routers, the fast-forwarding function of the interface must be
Qtech ( config-if-type ID )# ip ref ] ]
enabled. Switches do not need to use this command.

Qtech ( config-if-type ID )# show running-config Display all configuration information.

# Configure an MPLS network.

Qtech# configure terminal

Qtech (config)# mpls router 1ldp

Qtech (config mpls router)# )# ldp router id interface loopback 0 force
Qtech (config mpls router)# exit

Qtech (config) # interface gigabitethernet 1/1

# The no switchport command is used to switch the port mode on switches to routed port mode.
It is not applicable to routers. You are not required to run this command on routers.

Qtech (config if gigabitethernet 1/1)# no switchport

# For routers, the fast-forwarding function of the interface must be enabled. Switches do not need to use this command.
Qtech (config if gigabitethernet 1/1)# no switchport

Qtech (config if gigabitethernet 1/1)# ip address 192.168.10.1 255.255.255.0

Qtech (config if gigabitethernet 1/1)# label switching

Qtech (config if gigabitethernet 1/1)# mpls ip

2.2.1.2 Configuring Remote LDP Peers

The setup and maintenance of a PW is completed by the extended LDP. If other LSRs exist
between two PEs, you should adopt the extended LDP discovery mechanism to set up a remote
LDP session between the PEs and assign PW labels in the session. The procedures to configure a
remote LDP peer and setting up a remote LDP session are as follows:

Command Function
Qtech# configure terminal Enter the global configuration mode.
Qtech ( config )# mpls router Idp Enable LDP and enter the LDP configuration mode.

Qtech ( config-mpls-router )# neighbor ) )
] Configure a remote LDP session.
ip-address

Qtech ( config-mpls-router )# show ) ] o )
Display all configuration information.

running-config

# Configure a remote LDP peer at 3.3.3.3.

Qtech# configure terminal

Qtech (config)# mpls router 1ldp

Qtech (config mpls router)# neighbor 3.3.3.3
Qtech (config) # exit

VN

Caution The PW label messages of the LDP are not affected by the LDP label distribution mode or label retention

mode. The LDP works in the DU and liberal label retention mode.
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2.2.1.3 Configuring User Access VPWS

Switch VPWS Access Method

The services of user access VPWS on the switch include several modes. According to whether the
packet carries VLAN TAG, the user access can be divided into the following modes:

1) Access port access
2) Trunk interface access
3) Dotlg Tunnel port access

Only the VLAN interface (SVI interface of switches) can provide the VPWS service. IP and VPWS
services cannot be enabled concurrently on the VLAN interface.

N

Note VPWS services are supported by only VLAN interfaces ( that is, SVI interfaces on switches ). In addition,

the VLAN must have only one member interface. You cannot enable both IP and VPWS services on VLAN

interfaces.

N

Note One VLAN interface can be bound to only one VC instance. The same VC instance cannot be bound to
different VLAN interfaces.

AN

Note When the xconnect command is used to specify the neighbor address of the VC peer end, you must use
the Router ID of this peer end as the Peer address and the Router ID must be the 32-bit address of the Loopback

interface.

N

Note After enabling the port protection mode on the member ports of the AC end of L2VPN, the port protection

mode does not take effect for the non-Tunk member ports.

These access methods are described in detail as follows.

0,

** VLAN Access Interface Access

The VLAN access interface access is applicable to the transmission of user packets that are not
encapsulated through 802.1q (that is, packets without VLAN tags) on ACs. Enter the privilege
mode and perform the following configuration procedure:

Command Function
Qtech# configure terminal Enter the global configuration mode.
Qtech ( config )# interface type ID Enter the interface configuration mode.

tech ( config-if-type ID )# switchport mode
Q ( gibp ) P Set the interface to work in access mode.

access
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Qtech ( config-if-type ID )# switchport access ) .
Set the interface as a member interface of a VLAN.

vlan vlan-id
Qtech ( config-if-type ID )# exit Quit the interface configuration mode.
Qtech ( config )# interface vlan vlan-id Create and enter the VLAN interface configuration mode.

Qtech ( config-if-type ID )# xconnect vc_id
vCc_peer encapsulation mpls Create a VC and configure the raw encapsulation mode.

{ ethernet|ethernetvlan } raw

Qtech ( config-if-type ID )# show running-config | Display all configuration information.

# Configure Gigabitethernet 1/1 as an access port and configure VPWS services for the
corresponding VLAN interface.

Qtech# configure terminal

Qtech (config) # interface gigabitethernet 1/1

Qtech (config if gigabitethernet 1/1)# switchport mode access
Qtech (config if gigabitethernet 1/1)# switchport access vlan 2
Qtech (config if gigabitethernet 1/1)# exit

Qtech (config)# interface vlan 2

Qtech(config if vlan 2)# xconnect 2 2.2.2.2 encapsulation mpls ethernet raw

VN

Caution In the access interface access mode, the PW encapsulation mode cannot be set to tagged. It must be raw.

You can flexibly configure the PW type as required.

#* VLAN Trunk Interface Access

The VLAN trunk interface access is applicable to the transmission of VPWS services from several
users on the same AC. The PE determines the VPWS services for user packets based on their VLAN
tags and provides the multiplexing of access interfaces.

Enter the privilege mode and perform the following configuration procedure:

Command Function
Qtech# configure terminal Enter the global configuration mode.
Qtech ( config )# interface type ID Enter the interface configuration mode.

tech ( config-if-type ID )# switchport
Q ( grp ) P Set the interface to work in trunk mode.
mode trunk

Qtech ( config-if-type ID )# switchport trunk ) )
Set the trunk link to allow VLAN traffic.
allow vlan add vlan-list

Qtech ( config-if-type ID )# exit Quit the interface configuration mode.

Qtech ( config )# interface vlan vlan-id Create and enter the VLAN interface configuration mode.

Qtech ( config-if-type ID )# xconnect

vc_peer vc_id encapsulation mpls Create a VC and configure the tagged encapsulation mode.

ethernetvlan tagged
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Qtech ( config-if-type ID )# show ) ] .y )
Display all configuration information.

running-config

# Configure Gigabitethernet 1/1 as access access and configure VPWS services for the
corresponding VLAN interface.

Qtech# configure terminal

Qtech (config)# interface gigabitethernet 1/1

Qtech (config if gigabitethernet 1/1)# switchport mode trunk

Qtech (config if gigabitethernet 1/1)# switchport trunk allowed vlan add 2 3

QOtech (config if gigabitethernet 1/1)# exit

Qtech (config)# interface vlan 2

Qtech (config if vlan 2)# xconenct 2 2.2.2.2 encapsulation mpls ethernetvlan tagged
Qtech (config if vlan 2)# exit

Qtech (config)# interface vlan 3

Qtech (config if vlan 2)# xconenct 3 2.2.2.2 encapsulation mpls ethernetvlan tagged

N

Note In the trunk interface access mode, the PW encapsulation mode cannot be set to raw. It must be tagged.
Note The L2 VPN service cannot be bound to the Native VLAN of the Trunk interface.

o,

¢ VLAN Tunnel Interface Access

The VLAN tunnel interface access is applicable to the transmission of user service packets that
carry private VLAN tags on the ACs when a user accesses VPWS services. In this mode, the PE
forwards all packets received from the VLAN tunnel interface without any changes. This mode
requires the VLAN member interfaces that connect PEs and CEs to work in tunnel mode.

Enter the privilege mode and perform the following configuration procedure:

Command Function
Qtech# configure terminal Enter the global configuration mode.
Qtech ( config )# interface type ID Enter the interface configuration mode.

Qtech ( config-if-type ID )# switchport ) )
) Set the interface as a VLAN member interface.
access vlan-id

Qtech ( config-if-type ID )# switchport ) ]
Set the interface to work in tunnel mode.
mode dotlg-tunnel

Qtech ( config-if-type ID )# exit Quit the interface configuration mode.

Qtech ( config )# interface vlan vlan-id Create and enter the VLAN interface configuration mode.

Qtech ( config-if-type ID )# xconnect vc_id ] )
) Create a VC and configure the raw encapsulation mode.
vc_peer encapsulation mpls ethernet raw
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Qtech ( config-if-type ID )# show ) ] .y )
Display all configuration information.

running-config
# Configure Gigabitethernet 1/1 as VLAN tunnel access and configure VPWS services for the
corresponding VLAN interface.

Qtech# configure terminal

Qtech (config)# interface gigabitethernet 1/1

Qtech (config if gigabitethernet 1/1)# switchport mode dotlg tunnel

Qtech (config if gigabitethernet 1/1)# switchport access 2

QOtech (config if gigabitethernet 1/1)# exit

Qtech (config)# interface vlan 2

Qtech (config if vlan 2)# xconenct 2 2.2.2.2 encapsulation mpls ethernet raw

Qtech (config if vlan 2)# exit

N

Note For the access mode of the VLAN tunnel port, it is recommended to set the PW type as Ethernet and the

encapsulation mode must be RAW.

N

Note For the access mode of the VLAN tunnel port, only the basic QinQ is supported, and flexible QinQ is not
supported.

Router VPWS Access Method

There are several ways for users to access VPWS services provided by routers. Users can choose
methods according to actual application needs. Services provided by the VPWS depend on the link
protocol adopted by the interface that connects the PE with the CE. Currently, the following four
point-to-point L2VPN services are supported:

1.Simulative Ethernet line service
2.Simulative 802.1Q line service
3.Simulative PPP line service
4.Simulative HDLC line service

For the PE, the four L2VPN line services are corresponding to four access modes.

AN

Note You cannot enable both IP and VPWS services on VLAN interfaces.
Note One VLAN interface can be bound to only one VC instance. The same VC instance cannot be bound to

different VLAN interfaces.
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IZI For the router product, only the express forwarding function on the interface connected to the access user VPWS and
the WAN is enabled, can the VPWS services work normally.

AN

Note To use the xconnect command to specify the address of the VC's peer neighbor, the peer Router ID must

be applied as the peer address, and the peer Router ID must be the 32-bit address of the Loopback interface.

«* Ethernet Access

In this scenario, the interface that connects PE with CE encapsulates the Ethernet link protocol and
provides the VPWS service. CE is connected to PE through the Ethernet link and requests
Etherframe transmitted transparently by PE. The Ethernet interface access method applies to the
situation that when users access the VPWS service, the user service packets transmitted on the
access link carry private Vlan tags or do not carry Vlan tags. In this mode, all packets received by
PE from the interface will be forwarded without being processed.

Enter the privilege mode and perform the following configuration procedure:

Command Function

Qtech# configure terminal Enter the global configuration mode.

Qtech ( config )# interface type ID Enter the interface configuration mode.

Qtech ( config-if-type ID )# xconnect vc_peer Create a VC and configure the Ethernet PW Type and the raw
vc_id encapsulation mpls ethernet raw encapsulation mode.

Qtech ( config-if-type ID )# ip ref |Zl For routers, the fast-forwarding function of the interface must

be enabled. Switches do not need to use this command.

Qtech ( config-if-type ID )# show running-config | Display all configuration information.

# Configure the VPWS services on the Ethernet access interface Gigabitethernet 1/1.

Qtech# configure terminal

Qtech (config) # interface gigabitethernet 0/1
# The express forwarding function must be enabled on the router interface:

Qtech (config if gigabitethernet 1/1)# ip ref
Qtech (config if gigabitethernet 0/1)# xconnect 2.2.2.2 2 encapsulation mpls ethernet raw
Qtech (config if gigabitethernet 0/1)# exit

0,

s¢ Ethernet Sub-interface Access

In this scenario, the interface that connects PE with CE encapsulates the 802.1Q link protocol and
provides the VPWS service. CE is connected to PE through the Ethernet sub-interface and requests
Etherframes transmitted transparently by PE. The Ethernet sub-interface access method applies to
the situation that several VPWS services for multiple users are transmitted on an access physical
link. PE devices can match packets with VPWS services according to dotlq tags carried by the user
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packets, and provide the access port multiplier mode. To adopt the access mode, packets sent by
CE to PE must carry vlan tags.

Enter the privilege mode and perform the following configuration procedure:

Command Function
Qtech# configure terminal Enter the global configuration mode.
Qtech ( config )# interface type ID Enter the interface configuration mode.

Qtech ( config-if-type ID )# xconnect ]
) ] Create a VC and configure the Ethernetvlan PW Type and the tagged
vc_peer vc_id encapsulation mpls )
encapsulation mode.
ethernetvlan tagged

Qtech ( config-if-type ID )# ip ref |Zl For routers, the fast-forwarding function of the interface must be
enabled. Switches do not need to use this command. Use the
command to configure the sub-interface's fast-forwarding function

on its master interface.

Qtech ( config-if-type ID )# show ) . o )
Display all configuration information.

running-config

# Configure Gigabitethernet 1/1 as access access and configure VPWS services for the
corresponding VLAN interface.

Qtech# configure terminal

Qtech (config)# interface gigabitethernet 0/1.1

Qtech (config if gigabitethernet 0/1.1) #encapsulation dotlQ 1

# For routers, the fast-forwarding function of the interface must be enabled. Switches do not need
to use this command.

Qtech (config if gigabitethernet 1/1)# ip ref

Qtech (config if gigabitethernet 0/1.1)# xconnect 2.2.2.2 2 encapsulation mpls ethernetvlan
tagged

Qtech (config if gigabitethernet 0/1.1)# exit

AN

Note If the VPWS service is enabled on both master interface and sub-interface, or is enabled on one of them,

packets without Vlan tag received by the Ethernet interface belong to the service provided by the master interface. If
they carry Vlan tag and match with the sub-interface's Vlan ID, they belong to the service provided by the

sub-interface.

AN

Note To enable the sub-interface to support the fast-forwarding function, the fast-forwarding must be enabled

on its master interface using the ip ref command.
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N

Note Users can use mpls mtu command to modify the MPLS MTU value. By default, it is equal to the MTU

value of the interface.

2.2.1.4 Configuring Heterogeneous Medium Communication VPWS

When CEs on two ends of the same L2VPN feature different link types, L2VPN's feature of
heterogeneous medium intercommunication will be needed. According to the suggestion of
draft-kompella-ppvpn-I2vpn, to establish the L2VPN connection, the encapsulation type of the
L2VPN interface of PEs is ip-interworking. Users' IP packets are transmitted on the MPLS network
transparently. When the L2VPN's heterogeneous medium communication function is used, VPWS
service interfaces of PEs on both ends must encapsulate ip-interworking; after PW connection is
set up, process packets as follows:

1.After PE receives packets from CE and decapsulate the link layer, it will transmit the IP packets to the MPLS network.
2.The IP packets will be transmitted transparently through the MPLS network to the peer PE.

3.The peer PE will re-encapsulate the IP packets according its link layer protocol type and sends them to the CE connects
to it.

4.The link layer controlling packet ( such as PPP's IPCP ) sent by CE will be processed by PE and will not be transmitted
in the MPLS network.

5.MNon-IP packets ( such as MPLS packets ) will be discarded and will not enter the MPLS netwaork.

LA

“* Among the Ethernet interfaces on PE, L2ZVPN interfaces that can be encapsulated in the
ip-interworking mode include:

1. Ethernet interface or sub-interface

2. GigabitEthernet interface or sub-interface

Note the following points:

1.After being encapsulated as ip-interworking, the PE's Ethemet interface will only process ARP and IP packets received
by the local CE and discard the others, including IPvE packets;

2.When PE receives IP packets from CE, the dynamic MAC will not be updated;

3.If the VPWS import interface that encapsulates ip-interworking on PE receives CE's ARP request packets, no matter
what the destination |P is, it will use the PE's MAC address to reply;

4. Each Ethemet interface or sub-interface of PE can only be connected to one CE and cannot to multiple CEs or other
devices through HUB or a layer-2 switch. Otherwise, PE's leared MAC address will be covered, obstructing the
forwarding:;

L

%+ If CE uses the PPP link protocol to access PE, pay attention to the following points:

. QTECH ! wwwLgtech.ru

MHE OOCT¥MHEE



1.Unlike the negotiation that provides the homogeneous medium L2VPN PPP simulative line service, the negotiation of

PPP is conducted between CE and PE, rather than CEs; the address of the negotiation between PE and CE will not

generate the corresponding route.
2.1t supports PAP and CHAP authentication. The authentication method is the same as the ordinary situation;
3.1t does not support IPHC compression;

4.1t supports transparent transmission of IP packets from the local-end CE to the peer CE. However, it does not support

transparent transmission though protocols such as MPLS and IPv6.

2.2.1.5 Configuring Inter-AS VPWS

There are two solutions for configuring Inter-AS Martini VPWS:

+* Inter-AS Option A: This solution is simply and can be adopted when the number of L2VPNs on
ASBR is small.
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% Inter-AS Option C: No VC is needed to be created or maintained on ASBR. When each AS has
numerous cross-L2VPNs, this solution can be applied to solve the bottleneck of the ASBR's
scalability.
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% Inter-AS Option A

Figure 1-4 Option A Inter-AS VPWS
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In the solution, ASBRs of two ASs are connected with each other and PEs of their respective
autonomous systems. Each ASBR considers the peer ASBR as its CE device. As shown in the above
figure, for ASBR1-AS1 of AS1, ASBR2-AS2 of AS2 is only its CE device; for ASBR2-AS2, ASBR1-AS1 is
also only an imported CE device.

The Option A solution is easy to realize. Two PE that serve as ASBRs do not need to be configured
especially and the interface between ASBRs does not need an IP address. The shortcoming of the
solution is that for each Inter-AS L2VPN or each Inter-AS PW, a link must be allocated between
ASBRs of two ASs. The link can be logical or physical. When there are numerous Inter-AS PWs, they
will cause great pressure to ASBRs and hinder the expansion.

The solution's configuration is similar with the above-mentioned basic VPWS configuration.

Inter-AS Option C

Figure 1-5 Option C Inter-AS VPWS
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As shown in the above figure, Option C solution is to set up an Inter-AS PW on two ASs directly and
exchange PW tags. The principle is described as follows:

By sending tag IPv4 routes to PE in respective ASs and sending tag IPv4 routes received by PEs in
respective ASs to the ASBR peers of peer ASs, ASBRs connect the tunnel between two ASs and set
up a LSP tunnel between the ingress PE and egress PE; then, the Inter-AS LDP remote session will
be set up between PEs in different ASs and PW information will be exchanged.

In the solution, ASBRs do not need to maintain Inter-AS L2VPN information or prepare a physical
or logical interface for the Inter-AS L2VPN. But it needs to provide a MPLS tunnel. The LZVPN
information is directly exchanged between PEs. Therefore the pressure on ASBRs is decreased,
boosting the scalability.

The configuration process is described as follows:
1.Configuring MPLS signaling

2.Configuring PEs

3.Configuring ASBRs

4.Configuring the remote LDP session
5.Configuring the user access VPWS

%+ Configuring MPLS signaling

In each AS, enable the MPLS and LDP functions on PE and P devices and the interface that
connects to the P or PE device in AS of the ABSR to set up a basic MPLS network. See the chapter
about basic MPLS configuration for the configuration procedures.

¥

%+ Configuring PEs
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Configure the PEs in ASs, set up an IBGP session between PE and the AS, and exchange IPv4 routes
that carry tags.

Command

Function

Qtech# config terminal

Enter the global configuration mode.

Qtech ( config )# router bgp asn-number

Configure BGP protocol and enter the BGP

configuration mode.

Qtech ( config-router )# neighbor asbr-address remote-as

asbr-asn-number

Set up IBGP session between PE and ASBR.

Qtech ( config-router )# neighbor asbr-adddress
update-source interface-name

Configure using the Loopack address as the source

address of the BGP session set up between peers.

Qtech ( config-router )# address-family ipv4

Enter the IPv4 address family.

Qtech ( config-router-af )# neighbor asbr-address send-label

Enable IPv4 route tag switching.

Qtech ( config-router-af }# show running-config

Display configuration information.

# Set up the IBGP session with the ASBR device 10.10.10.2 and enable the IPv4 route tag switching

capability.

Qtech# configure terminal

Qtech (config) # router bgp 1

Qtech (config
Qtech (config
Qtech (config
Qtech (config
Qtech (config
Qtech (config

router)# neighbor 10.10.10.2 remote as 1

router) # neighbor 10.10.10.2 update source loopback 0
router) # address family ipv4

router af)# neighbor 10.10.10.2 activate

router af)# neighbor 10.10.10.2 send label

router af)# exit

«» Configure ASBR

Configure ASBR to set up the IBGP session with the PE in the same AS and with the ASBR in the
other AS. Enable the IPv4 route tag switching function on both sessions. Configure the PE address
to be transmitted to another ASBR on the ASBR.

Command

Function

Qtech# config terminal

Enter the global configuration mode.

Qtech ( config )# mpls ip

Enable the device to support MPLS forwarding.
This command is inapplicable for switch chip

forwarding.

Qtech ( config )# mpls router Idp

Enable LDP protocol globally.

Qte